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Preface

We are proud to introduce the proceedings of the Third International Sympo-
sium on Intelligence Computation and Applications (ISICA 2008) held at the
China University of Geosciences (Wuhan), China, during December 19-21, 2008.
ISICA 2008 successfully attracted nearly 700 submissions. Through rigorous re-
views, 93 high-quality papers were included in the proceedings of ISICA 2008.
ISICA conferences are one of the first series of international conferences on com-
putational intelligence that combine elements of learning, adaptation, evolution
and fuzzy logic to create programs as alternative solutions to artificial intelli-
gence. The proceedings of ISICA conferences have a number of special features
including uniqueness, novelty, success, and broadness of scope. The proceedings
of ISICA conferences have been accepted in the Index to Scientific and Technical
Proceedings (ISTP), while the ISICA 2007 proceedings have also been indexed
by Engineering Information (EI).

Following the success of ISICA 2005 and ISICA 2007, ISICA 2008 made
good progress on analyzing and processing massive real-time data by computa-
tional intelligence. ISICA 2008 featured the most up-to-date research in com-
putational intelligence, evolutionary computation, evolutionary multi-objective
and dynamic optimization, evolutionary learning systems, neural networks, clas-
sification and recognition, bioinformatics and bioengineering, evolutionary data
mining and knowledge discovery, intelligent GIS and control, theory of intel-
ligent computation, combinational and numerical optimization, and real-world
applications. ISICA 2008 provided a venue to foster technical exchanges, renew
everlasting friendships, and establish new connections.

On behalf of the Organizing Committee, we would like to thank warmly the
sponsors, China University of Geosciences, who helped in one way or another
to achieve our goals for the conference. We wish to express our appreciation to
Springer for publishing the proceedings of ISICA 2008. We also wish to acknowl-
edge the dedication and commitment of the LNCS editorial staff. We would like
to thank the authors for submitting their work, as well as the Program Com-
mittee members and reviewers for their enthusiasm, time and expertise. The
invaluable help of active members from the Organizing Committee, including
Wenyin Gong, Xiaobo Liu, Bo Huang, Ying Chen, Jiewei Li, Pang Fang, and
Pengfei Jiang, in setting up and maintaining the online submission systems, as-
signing the papers to the reviewers, and preparing the camera-ready version of
the proceedings is highly appreciated. We would like to thank them personally
for helping make ISICA 2008 a success.

December 2008 Lishan Kang
Zhihua Cai

Xuesong Yan

Yong Liu
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A Balanced Ensemble Learning with Adaptive
Error Functions

Yong Liu

The University of Aizu
Aizu-Wakamatsu, Fukushima 965-8580, Japan
yliu@u-aizu.ac. jp

Abstract. In the practice of designing neural network ensembles, it is
common that a certain learning error function is defined and kept the
same or fixed for each individual neural network in the whole learn-
ing process. Such fixed learning error function not only likely leads to
over-fitting, but also makes learning slow on hard-learned data points
in the data set. This paper presents a novel balanced ensemble learning
approach that could make learning fast and robust. The idea of bal-
anced ensemble learning is to define adaptive learning error functions
for different individual neural networks in an ensemble, in which dif-
ferent individuals could have different formats of error functions in the
learning process, and these error functions could be changed as well.
Through shifting away from well-learned data and focusing on not-yet-
learned data by changing error functions for each individual among the
ensemble, a good balanced learning could be achieved for the learned
ensemble.

1 Introduction

According to the principle of divide and conquer, a complex computational task
is solved by dividing it into a number of computationally simple tasks and then
combining the solutions to those tasks. In machine learning, such principle has
led to the development of ensemble systems that consist of several subsystems
being able to reduce the total complexity of the system while solving a difficult
problem satisfactorily. Basically, an ensemble system fuses knowledge learned by
each subsystem to arrive at an overall decision that is supposedly superior to
that reached by any one subsystem acting alone. A neural network ensemble is an
example of ensemble systems in which each subsystem is a single neural network.
With the advantages of neural network ensembles and the growing complexity of
the real-world problems in applications, neural network ensembles have emerged
as one of the most important and powerful problem-solving techniques in the
last decade.

Since 1990’s, a number of ensemble learning approaches have been developed
from a variety of backgrounds. They could fall into three categories: indepen-
dent ensemble learning, sequential ensemble learning, and simultaneous ensem-
ble learning [1,2,3,4,5,6,7]. One example of independent ensemble learning is

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 1-8, 2008.
© Springer-Verlag Berlin Heidelberg 2008



2 Y. Liu

Breiman’s bagging [3] where each learner is provided with a set of patterns ob-
tained randomly from re-sampling the original set of examples, and then trained
independently of the other learners. Freund and Schapire’s boosting [4] is a typ-
ical example of sequential ensemble learning where a set of learners are trained
sequentially on data sets with entirely different distributions. Liu’s negative cor-
relation learning is a representative of simultaneous ensemble learning where all
individual neural networks are trained simultaneously and interactively [7].

Although these developed ensemble learning approaches have been shown to
perform well in practice, a formal framework for ensemble learning is still in
its infancy. As a result, these ensemble learning approaches suffer from some
deficiencies such as its being sensitive to the choice of learning error functions
and parameters, lacking of generalization error bound, and few results on their
scaling to large problems. Consequently, ensemble learning is of limited use to
general practitioners.

This paper proposed a novel balanced ensemble learning approach for neural
network ensembles in order to achieve robust performance without being affected
by the choices of learning functions. The idea of balanced ensemble learning is
to introduce adaptive learning error functions for different individual neural net-
works in an ensemble, in which different individuals could have different formats of
error functions in the learning process, and these error functions could be changed
as well. It is different from previous work in ensemble learning where error func-
tions are often set to the same or the fixed ones in the whole learning process.
Generally speaking, on learning data where the ensemble has learned well, the
error functions in balanced ensemble learning would be changed to allow the en-
semble to have a little larger values in error so that the ensemble could shift its
attention of learning away from these well-learned data. On other learning data
where the ensemble has not yet learned, enlarged error signals are given to each in-
dividual so that the ensemble could focus on these not-yet-learned data. Through
shifting away from well-learned data and focusing on not-yet-learned data, a good
balanced learning could be achieved in the ensemble. It is also the reason that en-
semble learning with adaptive error functions proposed in this paper is called bal-
anced ensemble learning between the shifting process and the enforcing process.

The rest of this paper is organized as follows: Section 2 describes ideas of bal-
anced ensemble learning. Section 3 compared results between balanced ensemble
learning and negative correlation learning on four real world problem data sets,
and discusses when and how balanced ensemble learning works. Finally, Section 4
concludes with a summary of the paper.

2 Balanced Ensemble Learning

A balanced ensemble learning can be developed by changing error functions in
negative correlation learning (NCL). In NCL, the output y of a neural network
ensemble is formed by a simple averaging of outputs F; of a set of neural net-
works. Given the training data set D = {(x(1),y(1)),---, (x(N),y(N))}, all the
individual networks in the ensemble are trained on the same training data set D
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Fln)= 3 5, Fi(n) 1)
where F;(n) is the output of individual network ¢ on the nth training pattern
x(n), F(n) is the output of the neural network ensemble on the nth training
pattern, and M is the number of individual networks in the neural network
ensemble.

The idea of NCL [7] is to introduce a correlation penalty term into the error
function of each individual network so that all the individual networks can be
trained simultaneously and interactively. The error function F; for individual %
on the training data set D in negative correlation learning is defined by

_dey pove Loy L mon — 2 —
EZ_NEnzlEz(n)_NEnzl 2(Fz(n) y(n)) A

where N is the number of training patterns, F;(n) is the value of the error
function of network i at presentation of the nth training pattern, and y(n) is
the desired output of the nth training pattern. The first term in the right side
of Eq.(2) is the mean-squared error of individual network ¢. The second term
is a correlation penalty function. The purpose of minimizing is to negatively
correlate each individual’s error with errors for the rest of the ensemble. The
parameter \ is used to adjust the strength of the penalty.

The partial derivative of F; with respect to the output of individual ¢ on the
nth training pattern is

9Fi(n)

= Fi(n) —y(n) = A(Fi(n) — F(n))
= (1 =N (Fi(n) —y(n)) + MF(n) —y(n)) 3)

In the case of 0 < A < 1, both F'(n) and F;(n) are trained to go closer to the
target output y(n) by NCL. A = 0 and A = 1 are the two special cases. At
A = 0, there is no correlation penalty function, and each individual network is
just trained independently based on

OE;(n)
aF;(n)

Fi(n) —y(n) (4)

At X =1, the derivative of error function is given by

OE;(n)
SEg = P~y 5)

where the error signal is decided by F'(n) —y(n), i.e. the difference between F'(n)
and y(n).

For the classification problems, it is unnecessary to have the smallest difference
between F(n) and y(n), but to have enough difference between F(n) and y(n)
in order to have the correct decision. For a two-class problem, the target value
y on a data point can be set up to 1.0 or 0.0 depend on which class the data
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point belongs to. As long as F' is larger than 0.5 at y = 1.0 or smaller than 0.5
at y = 1.0, the data point will be correctly classified.

In balanced ensemble learning, the error function for each individual on each
data point is defined based on whether the ensemble learned the data point or
not. If the ensemble had learned to classify the data point correctly, a shift-
ing parameter 0 could be introduced into the derivative of error function in
Eq.(refrelation) for each individual

9E;(n)

= F(n) = ly(n) - 5l (6)

Otherwise, an enforcing parameter o would be added to the the derivative of
error function for each individual

OEi(n)
SE (g = () —y(n) (7

By shifting and enforcing the derivative of error function, the ensemble would
not need to learn every data too well to prevent from learning hard data points
too slowly.

3 Experimental Results

3.1 Four Data Sets

Four real-world problems, i.e. the Australian credit card assessment problem,
the heart disease problem, the diabetes problem, and the cancer problem, were
tested. The four data sets were obtained from the UCI machine learning bench-
mark repository. It is available by anonymous ftp at ics.uci.edu (128.195.1.1) in
directory /pub/machine-learning-databases.

The Australian credit card assessment data set is to assess applications for
credit cards based on a number of attributes. There are 690 cases in total. The
output has two classes. The 14 attributes include 6 numeric values and 8 discrete
ones, the latter having from 2 to 14 possible values.

The purpose of the heart disease data set is to predict the presence or absence
of heart disease given the results of various medical tests carried out on a patient.
This database contains 13 attributes, which have been extracted from a larger set
of 75. The database originally contained 303 examples but 6 of these contained
missing class values and so were discarded leaving 297. 27 of these were retained
in case of dispute, leaving a final total of 270. There are two classes: presence
and absence (of heart disease).

The diabetes data set is a two-class problem which has 500 examples of class
1 and 268 of class 2. There are 8 attributes for each example. The data set is
rather difficult to classify. The so-called “class” value is really a binarised form
of another attribute which is itself highly indicative of certain types of diabetes
but does not have a one to one correspondence with the medical condition of
being diabetic.
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The breast cancer data set was originally obtained from W. H. Wolberg at
the University of Wisconsin Hospitals, Madison. The purpose of the data set
is to classify a tumour as either benign or malignant based on cell descriptions
gathered by microscopic examination. The data set contains 9 attributes and 699
examples of which 458 are benign examples and 241 are malignant examples.

3.2 Experimental Setup

m-fold cross-validation were used to in which the parameter m was set to be 10
for the Australian credit card data set, the heart disease data set, and the breast
cancer data set, and 12 for the diabetes data set, respectively. 5 runs of m-fold
cross-validation had been conducted to calculate the average results. In another
word, 60 runs for the diabetes data set and 50 runs for each of other data sets
had been executed in estimating every average result.

The ensemble architecture used in the experiments has 50 networks. Each
individual network is a feedforward network with one hidden layer. Two archi-
tectures had been tested in the experiments, in which all the individual networks
are either small neural networks with one hidden node, or big neural networks
with 10 hidden nodes. The number of training epochs was set to 2000.

3.3 Experiment Results of NCL

Table 1 described the results of the learned ensembles consisting of 50 small
neural networks by NCL from 60 runs on the diabetes data set and 50 runs on
the other three data sets. Each neural network has one hidden node only in the
ensembles. The learned ensembles only had a low error rate 2% on the training set
of the cancer data set. For the other three data sets, the error rates of the learned
ensembles increased form 6.2% to 25.1% on the training set. As expected, NCL
with A = 1 could reach a little lower error rates on the training sets. While the
error rates on the training set reflect the capability of the learned ensemble, the
error rates on the testing set give the measurements of generalization. Except for
the little change of the testing error rates on the cancer data set, the testing error
rates had been found to decrease with the increase values of A. It might suggest
that the learned ensembles with small neural networks might be underfitting.
In order to examine whether the small neural networks had led to underfitting
of the learned ensemble, the ensembles with 50 big neural networks were trained
by NCL on four data sets. There are 10 hidden nodes in each individual neural

Table 1. Average of error rates of the learned ensembles with small neural networks
by NCL on four data sets

Card Heart Diabetes Cancer
Train| Test | Train| Test |Train| Test | Train| Test
0 {0.112(0.141|0.075(0.137|0.236{0.251|0.020 {0.034
0.5{0.104]0.140{0.074]0.132{0.233|0.248(0.020|0.035
1 {0.081]0.135[0.062{0.105{0.186{0.242{0.020|0.035
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Table 2. Average of error rates of the learned ensembles with big neural networks by
NCL on four data sets

Card Heart Diabetes Cancer
Train| Test | Train | Test | Train| Test |Train| Test
0 {0.020{0.147|0.0038{0.053|0.158{0.250{0.010{0.041
0.5{0.017]0.146{0.0044|0.055|0.1390.249|0.010{0.039
1 10.059(0.140{0.0048|0.084|0.146|0.241|0.019|0.036

network. The average results over 60 runs on the diabetes data set and 50 runs
on the other three data sets are given in Table 2. It is obvious that the error
rates on the training set could significantly reduced on all data sets. However, the
ensembles with big neural networks only achieved better results, i.e., the lower
error rates on the testing set, on the heart data set. The performance of the
ensembles with large neural networks is nearly the same as that of the ensemble
with small neural networks on the diabetes data set. The slightly worsen results
on the card and the cancer data sets might be attributed by the overfitting from
the learned ensembles with large neural networks.

Although the ensembles with large neural networks could learn better on the
training set, there exist high probabilities of generating the learned ensembles
with overfitting. In order to prevent from overfitting on the training data set,
each individual neural network should not be too large. Since it is hard to deter-
mine how large each neural network should be, it would be preferable to make
individual neural networks as small as possible. When NCL could not let the
ensembles with small neural networks learn well, it would be interesting to see
whether the same ensembles could be trained better by the balanced ensemble
learning.

3.4 Experiment Results of Balanced Ensemble Learning

Table 3 presented the average results of error rates of the learned ensembles
consisting of 50 small neural networks by balanced ensemble learning over 5
runs of m-fold cross-validation where m was set to 12 for the diabetes data
set, and 10 for the rest three data sets. Balanced ensemble learning had been

Table 3. Average of error rates of the learned ensembles with small neural networks
by balanced ensemble learning from 60 runs on Diabetes data set and 50 runs on the
other three data sets

Card Heart Diabetes Cancer
Train| Test |Train| Test |Train| Test |Train| Test
0 |0.081{0.135[0.062{0.105|0.186{0.242{0.020|0.035
0.1]0.067(0.139{0.044|0.079(0.170{0.240{0.017]0.036
0.2]0.053]0.138{0.024|0.068(0.142|0.245{0.015{0.037
0.3(0.027]0.141{0.011|0.055/0.110{0.243{0.011 {0.036
0.4]/0.015(0.140{0.004|0.041{0.124|0.250{0.012]0.039
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examined under different values of shifting parameter 3 from 0 to 0.4, in which
NCL is the special case of balanced ensemble learning with g = 0. In the results
of balanced ensemble learning discussed in this section, enforing parameter «
was set to 1.

As expected, balanced ensemble learning could learn faster and better, and
reach lower error rate on the training set with larger shifting parameters. For
example, on the card data set, the error rate was reduced from 8.1% to 1.5%
on the training set with increasing from 0 to 0.4. Balanced ensemble learning
had also significantly decreased the error rates on the training set for the rest
three data sets. Not only had balanced ensemble learning dramatically reduced
the error rates on the training set, but also maintained comparable or better
generalization on the testing set. In another word, overfitting is not so severe
in balanced ensemble learning that balanced ensemble learning is capable of
improving performance of the learned ensemble on both the training set and the
testing set.

4 Conclusions

In the current applications of neural network ensemble learning, the error func-
tion is often defined as the mean squared error between the output of each
individual neural network and the target output. The format of such error func-
tion is fixed, which not only likely leads to over-fitting, but also makes learning
slow on hard cases among learning data. In balanced ensemble learning, the er-
ror functions could be changed based on how well the ensemble has learned on
the learning data. The use of adaptive error functions allows balanced ensem-
ble learning to learn more on those not-yet-learned data while preventing from
learning too much on those learned data. In this way, balanced learning process
could become fast and robust.

Balanced ensemble learning had been tested with different shifting parameters
while the enforcing parameter was set as 1. By increasing the weighting param-
eter, the ensembles should learn even better although the chance of overfitting
might rise. Balanced ensemble learning had only been applied to the ensem-
bles with one-hidden-node neural networks in this paper. One future research
on balanced ensemble learning is to apply it to the ensembles with large neural
networks on controlling overfitting.
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Abstract. The Classical Evolutionary Programming (CEP) relies on Gaussian
mutation, whereas Fast Evolutionary Programming (FEP) selects Cauchy distri-
bution as the primary mutation operator, Improved Fast Evolutionary (IFEP)
selects the better Gaussian and Cauchy distribution as the primary mutation op-
erator. In this paper, we propose a self-adaptive Evolutionary Programming
based on Optimum Search Direction (OSDEP) in which we introduce the cur-
rent best global individual into mutation to guide individuals to converge ac-
cording to the global search direction. Extensive empirical studies have been
carried out to evaluate the performance of OSDEP, IFEP, FEP and CEP. From
the experimental results on seven widely used test functions, we can show that
OSDEP outperforms all of IFEP, FEP and CEP for all the test functions.

Keywords: Classical Evolutionary Programming (CEP), Fast EP (FEP), Im-
proved EP (IFEP), Optimum Search Direction EP (OSDEP).

1 Introduction

Although evolutionary programming (EP) was first proposed as an artificial intelli-
gence approach [1], it has been applied successfully to many numerical and combinato-
rial optimization problems [2, 3, 4, 18, 23]. Optimization using EP can be explained
by two major steps:

1. Mutate the solutions in the current population, and
2. Select the next generation from the mutated and the current solutions.

These two steps can be regarded as a population-based version of the classical gener-
ate-and-test method [5], where mutation used to generate new solutions (offspring)
and selection is used to test which of the newly generated solutions should survive to
the next generation. Formulating EP as a special case of the generate-and-test method
establishes a bridge between EP and other search algorithms, such as evolution strate-
gies (ES), genetic algorithms (GA), simulated annealing (SA), tabu search (TS), Par-
ticle Swarm Optimization (PSO), and others, and thus facilitates cross-fertilization
amongst different research areas.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 9-18, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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One disadvantage of EP in solving some of the multi-modal optimization problems
is its slow convergence to a good near-optimum solution. The generate-and-test for-
mulation of EP indicates that mutation is a key search operator which generates new
solutions from the current ones. In [6], a new mutation operator based on Cauchy
random numbers has been proposed and test on the suite of 23 functions. The new EP
with Cauchy mutation significantly outperforms the classical EP (CEP), which uses
Gaussian mutation, on a number of multi-modal functions with many local minima
while being comparable to CEP for unimodal and multi-modal function with only a
few local minima.

Extensive empirical studies of both FEP and CEP have been carried out in order to
evaluate the relative strengths and weaknesses of FEP and CEP for different prob-
lems. The results show that Cauchy mutation is an efficient search operator for a large
class of multi-modal function optimization problems. All the parameters used in the
FEP were set similar to those used in CEP for a fair comparison. However FEP’s
performance may be further improved using other parameters which will be proposed
in a later section.

2 Optimization by EPs

A global minimization problem can be formalized as a pair (S, f), where S C R" is

a bounded set on R"” and f: S — R is an n-dimensional real-valued function. The

problem is to find a point x .. €S such that f(x ;) is a global minimum on S. More

min

specifically, it is required to find an x ;€S such that

Vxe S:f(x,,)< f(x),

Where f does not need to be continuous but, it must be bounded. This paper only
considers unconstrained function optimization.

2.1 Classical Evolutionary Programming (CEP)

Fogel [1, 3] and Back and Schwefel [7] have indicated that CEP with self-adaptive
mutation usually performs better that CEP without self-adaptive mutation for the
function they test. Hence, CEP with self-adaptive mutation will be investigated in this
paper. According to the description by Back and Schwefel [7], in this study CEP is
implemented as follows:

1. Generate the initial population of K individuals, and set k=1. Each individual

is taken as a pair of real-valued vectors (xl.,nl.), Vie {1,2,...,/1} , where

X,;’s are variables and 77,’s are standard deviations for Gaussian mutations

(also know as strategy parameters in self-adaptive evolutionary algorithms).
2. Evaluate the fitness score for each individual (x,,7,),Vie {1,2,..., 1}, of the

population based on the objective function f(x;).



A Self-adaptive Evolutionary Programming Based on Optimum Search Direction 11

3. Each parent (x,,7,),Vie {1,2,..,u}, creates a single offspring (x;,’, 7,;”) by:
for j=1,2,...n,

X G= X0+ 17, )N ; (0,1 2.0
77;°(G)=17; (Dexp( T "'N(O.1)+ TN, (0,1)) 2.2

Where X;(), X;’(G), 77;() and 77,°(j) denote the j-th component of the vectors X,
X;’, NI;and 77,’, respectively. N(0,1) denote a normally distributed one-dimensional

random number with mean O and standard deviation 1. N i (0,1) indicates that a new

random number is generated for each value of j. The T and 1’ are commonly set to
( 2\/2) and (v2n) 7,8,

4. Calculate the fitness of each offspring (x[ ), ),‘v’i e{l,2,..u}.

5. Conduct pair wise comparison over the union of parents ( X;,7],) and off-
spring(xl. /2 ),‘v’ie {1,2,..., y}. For each individual, q opponents are chosen

uniformly at random from all the parents and offspring. For each comparison,
if the individual’s fitness is no smaller than the opponent’s, it receives a “win.”

6. Select the p individuals, out of (X;,7],) and(xl. 7, ),‘v’ie {1,2,..., 1}, that

have the most wins to be parents of the next generation.
7. Stop if the halting criterion is satisfied; otherwise, k=k+1 and go to Step 3.

2.2 Fast Evolutionary Programming (FEP)

The one-dimensional Cauchy density function centered at the origin is defined by:

fo=tt

Tt +x

, —co < x< oo 2.3)
where t>0 is a scale parameter. The corresponding distribution function is
1 1
F(x)=— +—arctan(£) .
2 t

The FEP studied in this paper is exactly the same as CEP described in last section
except for Eq. (2.1) which is replace by the following [6]:

X; ’G)= -x,'(i)"' 77;0) Y j 24)

Where o ; is a Cauchy random variable with the scale parameter t=1, and is gener-

ated anew for each value of j. It is worth indicating that we leave Eq. (2.2) unchanged
in FEP in order to keep our modification of CEP to a minimum. It is also easy to
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investigate the impact of the Cauchy mutation on EP when other parameters are kept
the same.

2.3 Improved Fast Evolutionary Programming

Generally, Cauchy mutation performs better when the current search point is away
from the global minimum, while Gaussian mutation is better at finding a local opti-
mum in a given region. It would be ideal if Cauchy mutation is used when search
points are far away from the global optimum and Gaussian mutation is adopted when
search points are in the neighborhood of the global optimum. Unfortunately, the
global optimum is usually unknown in practice, making the ideal switch from Cauchy
to Gaussian mutation very difficult. Self-adaptive Gaussian mutation [7, 2, 9] is an
excellent technique to partially address the problem. That is, the evolutionary algo-
rithm itself will learn when to “switch” from one step size to another. However, there
is room for further improvement to self-adaptive algorithms like CEP or even FEP.

In [19] an improved FEP (IFEP) based on mixing (rather than switching) different
mutation operators. The idea is to mix different search biases of Cauchy and Gaussian
mutation. The implementation of IFEP is very simple. It differs from FEP and CEP
only in Step 3 of the algorithm described in Section 2.1. Instead of using Eq. (2.1) (for
CEP) or Eq. (2.4) (for FEP) alone, IFEP generates two offspring from each parent,
one by Cauchy mutation and the other by Gaussian. The better one is then chosen as
the offspring. The rest of the algorithm is exactly the same as FEP and CEP. Chel-
lapilla [10] has presented some more results on comparing different mutation opera-
tors in EP.

3 Optimum Search Direction Evolutionary Programming
(OSDEP)

3.1 PSO Algorithms

Particle swarm optimization (PSO) algorithm was proposed by Kennedy and Eberhart
[20] in 1995, which can be used to solve a wide array of different optimization prob-
lem. The PSO idea is inspired by natural concepts such as fish schooling, bird
flocking and human social relations. PSO algorithm uses a number of particles that
constitute a swarm. Each particle traverses the search space looking for the global
optimum. In PSO system, particles fly in a multidimensional search space. During
flight, each particle adjusts its position according to its own experience and the ex-
perience of neighboring particles, making use of the best position encountered by
itself and its neighbors.

Assuming that the search space is D -dimensional, the swarm’s size is N, the i-th
particle of the swarm is represented by the D-dimensional vector X, = (X, X, X,)

and the best particle of the swarm is denoted by index g . The best previous position

of the i -th particle is recorded and represented by p, = (p,, p,,,-:*, p,,) > and the

velocity of the i -th particle is v, = (v, ,v, ,--+,V, )
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Ve t+D) =w-v, (O)+ ¢ -1, () [ Py (1) = %, (O] +¢, -1, (1) [y (1) — x,, (D] 3.1)
x,t+D)=x,()+v,(+]) (3.2)

Where, d =1,2,---,D , t is the iteration number; j=1,2,---,N ; W is the inertia
weight; ¢, and ¢, are two positive constants, called the cognitive and social parameter

respectively; 7; (f) and 7;,(f) are two random numbers uniformly distributed within
the range [0,1]. The termination criterion for the iterations is determined according to

whether the max generation or a designated value of the fitness of p_ is reached.

3.2 EP Based on Optimum Search Direction

Exploration ability is related to the algorithm’s tendency to explore new regions of the
search space; in this stage we should increase the search step size according to the
search direction. Exploitation is the tendency to search a smaller region more thor-
oughly, in this stage; we should reduce the search step size. Researchers in PSO com-
munity have analyzed it empirically [22] and theoretically [21], they have shown the
particles oscillate in different sinusoidal waves and converging quickly, sometimes
prematurely, especially for PSO with small. w. They used to believe that inertia
weight balances exploration and exploitation in PSO algorithm. In our opinion inertia
weight can not balance exploration and exploitation. The factor to balance exploration
and exploitation should be the velocity of particle. According to the global optimiza-
tion search strategy, search direction and search step size are two important factors to
affect the performance of algorithms. During PSO search, the current global best posi-
tion gbest and the current best position of particles pbest indicate the search direction.
In this paper we focus on analyzing how to control the search direction of EP, we in-
troduce the global best position gbest into EP to control the search direction along with
the current global optimum. The main steps of the OSDEP algorithm are as follows:

X ()= X; U+ yr ()o ;1 (])N] (0,1)-(gbest- X; ) (3.3)
where N ; (0,1) indicates that a new random number is generated for each value of

j, O jis a Cauchy random variable with the scale parameter t=1, and is generated

anew for each value of j. gbest is the current global optimum.

It is also worth indicating that we leave Eq.(2.2) unchanged in OSDEP in order to
keep our modification of CEP to a minimum. It is also easy to investigate the impact
of the Cauchy mutation with optimum search direction on EP when other parameters
are kept the same.

4 Benchmark Functions

The availability of appropriate and standardized sets of benchmark functions is very
important for assessing evolutionary algorithms with respect to their effectiveness and
efficiency [11].
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Seven benchmark functions, from different sources, [2, 7, 12, 13] were used in our
experimental studies. We assume that number of test problem considered in many
other empirical studies carried out the past. However, this is necessary since the aim
of this research is not to show OSDEDP is better or worse IFEP, FEP and CEP, but to
find when OSDEP is better (or worse) than IFEP, FEP, CEP and why. Wolpert and
Macready [14] have shown that under certain assumptions no single search algorithm
is better on average for all problems. If the number of test problems is small, it would
be very difficult to generalize the claim. Using too small a test set also has the poten-
tial risk that the algorithm is biased (optimized) towards the chosen problems, while
such bias might not be useful for other problem of interest.

Table 1. The 7 benchmark functions used in our experimental study, where n is the dimension

of the function; f is the minimum value of the function, and S < R"

Test Function n S Jrnin
n 30 n 0
[-100,100]
fiw=> x}
2
fz (x)= Zn:‘xihﬁ X; 30 [-10,101" 0
i=l i=l
fi(0)= 20exp [, L Z e 4 30 [-32,32]" 0
. noi-y ‘
exp(LZ”: cos 27”’_] +20+e
n -
1 z X, 30 -600,600]" 0
fi(x)=— xf— cos(—=)+1 [-600,
4000; H Ji
5 4 n -10
0,10
£00=-Y(x-a)(x—a) +¢,T" 1019
i=1
S 4 n -10
0,10
£ ==Y[(x—a)(x—a)" +c,T" 10-10)
i=1
10 4 n -10
0,10
£,00==Y[(x=a)x-a) +¢,T" 1019
i=1

We summarize the benchmark functions which have been used to investigate the
behavior of evolutionary algorithms in the continuous parameter optimization do-
main. The benchmark problems contain functions from simple unimodal to multi-
modal with few or many local optima. They range from low to high dimensional and
scalable problems. A regular arrangement of local optima, separability of the objec-
tive function, decreasing difficultly of the problem with increasing dimensionality,
and potential bias introduced by locating the global optimum at the origin of the coor-
dinate system are identified as properties of multi-modal objective functions which
are neither representative of arbitrary problems nor well suited for assessing the
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global optimization qualities of evolutionary algorithms. The 7 benchmark functions
are given in Table 1.

Functions f1 and f2 are high-dimensional problems, which are unimodal. Function {3
and f4 are multi-modal functions where the number of local minima increases exponen-
tially with the problem dimension [12, 13]. Those classes of functions appear to be the
most difficult class of problems for many optimization algorithms (including EP). Func-
tions f5 to f7 are low-dimensional functions which have only a few local minima [13].

5 Experimental Studies and Discussions

5.1 Experimental Studies

In order to carry out a fair comparison among IFEP, FEP and CEP, the population
size of IFEP was reduced to half of the FEP or CEP in all the following experiments,
since each individual in IFEP generates two offspring. However, reducing IFEP’s
population size by half actually disadvantages IFEP slightly because it does no double
the time for any operator (such as selection) other than mutations. Nevertheless, such
comparison offers a good and simple compromise.

Table 2. Comparison among OSDEP, IFEP, FEP and CEP on function f1 to {7

F #.0f OSDEP IFEP FEP CEP
Gen. Mean Best Mean Best Mean Best Mean Best

fl 1500 — — — _
360x10 0 | a1ex10” | 572x10”t | 191xi0 7™

f2 | 2000 -3 ) -2 )
2.14x10 2.44%x10 7.60x10 2.29x10

3 1500 - - — 8.79
8.38x10 4 4.83x10 3 1.76x10 2

f4 2000 — — — _
986x10 ° | 454x10 > | 249x10 7> | 8.13x10

5 100 -10.15 -6.46 -5.50 -6.43

6 100 -10.40 -7.10 -5.73 -7.62

7 100 -10.54 -7.8 -6.41 -8.86

IFEP was tested in the same experimental setup as FEP and CEP. In all experi-
ments, the same self-adaptive method (i.e., Eq.(2.2)), the same population size,

pu=100, the same tournament size, q=10, for selection, the same initial77 =3.0, and the
same initial population were used for OSDEP, IFEP, FEP and CEP. These parameters
were considered as suggested by Back and Schwefel[7] and Fogel[2]. The average
results of 50 independent runs are summarized in Table 2.

All results have been average over 50 runs, where “Mean Best” indicates the mean
best function values found in the last generation.

5.2 Discussions

It is very clear from Table 2 that OSDEP has improved EP’s performance signifi-
cantly for all test functions. These results show that OSDEP continues to perform
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much better than IFEP on multi-modal functions with many minima, and also per-
forms very well on unimodal functions and multi-modal functions with only a few
local minima, which IFEP and FEP have difficulty in handling. OSDEP achieved
performance also much better than CEP’s on these functions.

For the two unimodal functions where FEP is outperformed by CEP significantly,
OSDEP performs better than CEP on fl and f2. A close look at the actual average
solutions results that OSDEP found much better solution than CEP on fl and f2
roughly an order of magnitude smaller.

For the three Shekel function f5 to f7, the difference between IFEP and CEP is
much smaller than that between FEP and CEP. IFEP has improved FEP’s perform-
ance significantly on all three functions. It performs better than CEP on f5 and f6 and
worse on f7. OSDEP’s performance is the best for all the EP versions.

It is very encouraging that OSDEP is capable of performing as well as or better than
the better one of IFEP, FEP and CEP for all the test functions. This is achieved through
a minimal change to the existing FEP and CEP. No prior knowledge or any compli-
cated operators were use, and also no additional parameter was used either. The supe-
riority of OSDEP also demonstrates the importance of mixing different search biases
(e.g. “step sizes”) and optimum search direction in a robust search algorithm.

It is that Cauchy mutations played a major role in the population in the early stages
of evolution since the distance between the current search points and the global opti-
mum was relatively large on average in the early stages, hence Cauchy mutation per-
formed better. However, as the evolution progress, the distance became smaller and
smaller. Large search step sizes produced by Cauchy mutation tended to produce
worse offspring than those produced by Gaussian mutation.

6 Conclusions and the Future Work

OSDERP uses the idea of mixing search biases to mix Cauchy and Gaussian mutations
and the current global optimum search direction. Unlike some switching algorithms
which have to decide when to switch between different mutations during search, OS-
DEP does not need to make such decision and introduces no parameters. OSDEP is
robust, assumes no prior knowledge of the problem to solved, and performs much
better than IFEP, FEP and CEP for all the benchmark problems. Future work on OS-
DEP includes the comparison of OSDEP with other self-adaptive algorithms such as
[15] and other evolutionary algorithms [16].

The hybrid algorithm is one kind of heredity optimization technique based on the
swarm intelligence; the whole population evolves not only through selection and
mutation operators, but also fly directed by individual’s memory and the desire to be
better. So the new algorithm can rapid find the best value.

For hybrid algorithm, the new population has the very good individual because of
migration mechanism. The good individual can accelerate the convergence rate, jump
out the local optimum points using mix Cauchy and Gaussian mutation.

The idea of FEP and OSDEP can also be applied to other evolutionary algorithms
to design faster optimization algorithms [17]. For (u+A) and (p,A) evolutionary algo-
rithms where u<i, IFEP would be particularly attractive since a parent has to generate
more than one offspring. It may be beneficial if different offspring are generated by
different mutations [17].
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Abstract. This paper introduced a dynamic-clone and chaos-mutation evolu-
tionary algorithm (DCCM-EA), which employs dynamic clone and chaos
mutation methods, for function optimization. The number of clone is direct pro-
portion to “affinity” between individuals and the chaos sequence can search the
points all over the solution space, so DCCM-EA can make all points get equal
evolutionary probability, to get the global optimal solution most possibly. In the
experiments, taking 23 benchmark functions to test, it can be seen that DCCM-
EA if effective for solving function optimization.

Keywords: function optimization, evolutionary algorithm, dynamic clone,
chaos mutation.

1 Introduction

In real-life world, there are lots of function optimization problems, especially with
multi-peaks, so the works on this field can make great sense. The content of function
optimization is to search the best point, which is the minimum point commonly, from
all the search space. For these problems to get the maximum point, they can make
minus and are changed to search the minimum point. The minimum function optimi-
zation problem can be described as follows:

min f (x),xe D (1)

where f'is an n-dimension function, D is a limited space and D < R"i

A number of evolutionary algorithms have been used to solve these function opti-
mization problems [1-6]. This success is due to EAs essentially are search algorithms
based on the concepts of natural selection and survival of the fittest. They guide the
evolution of a set of randomly selected individuals through a number of generations in
approaching the global optimum solution. Besides that, the fact that these algorithms
do not require previous considerations regarding the problem to be optimized and
offers a high degree of parallelism is also true. Especially, Evolutionary Programming
(EP) has been applied with success to many function optimization problems in recent
years [3]. Xin Yao has proposed a “fast EP” (FEP) which uses a Cauchy instead of

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 19-27, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Gaussian mutation as the primary search [4]. STGA, which is based on a robust sto-
chastic strategy, can get very good results for many function optimization problems
[5]. Quantum-inspired evolutionary algorithm, supplemented by quantum method, can
also solve many function optimization problems effectively [6].

Some new algorithms such as Particle Swarm Optimization (PSO) [7-9] and Dif-
ferential Evolution (DE) [10-12] are proposed to solve function optimization prob-
lems. PSO is an extremely simple algorithm that seems to be effective for optimizing
a wide range of functions. Unique to the concept of particle swarm optimization is
flying potential solutions through hyperspace, accelerating toward “better”” solutions.
Much of the success of particle swarms seems to lie in the agents’ tendency to hurtle
past their target. DE is a practical approach to global function optimization that is
easy to understand, simple to implement, reliable, and fast. Basically, DE adds the
weighted difference between two population vectors to a third vector. This way no
separate probability distribution has to be used which makes the scheme completely
self-organizing.

In this paper, a dynamic-clone and chaos-mutation evolutionary algorithm
(DCCM-EA) for function optimization is proposed, using dynamic clone and chaos
mutation methods. The number of clone is direct proportion to “affinity” between
individuals and the chaos sequence can search the points all over the solution space,
so DCCM-EA can make all points get equal evolutionary probability, to get the global
optimal solution.

2 Dynamic-Clone and Chaos-Mutation Evolutionary Algorithm
(DCCM-EA)

Suppose that A (k) ={A (k+1),A, (k+1),...,A, (k+1)] is the population at the k gen-

eration and n is the size of population. The individual A (k) is coded by real number:

A (k)=(x. %5500, ), i=12,.0n (2)

i > im

where m is the dimension of function and X; € [a ; ,b j] , a;, b; is the boundary of x;.

DCCM-EA clones an individual according to “affinity”” between individuals, oper-
ates chaos mutation on the population and then generation the offspring population.
The course of DCCM-EA is as follow:

T,

A(k)—L—=Y(k)——A (F)UY (k) —L— A (k+1) 3)

where T,is the dynamic clone operation, T, is the evolutionary operation and Tis the
selection operation to generate offspring population. The three operations are de-
scribed as Fig.1.

2.1 Dynamic Clone Operation T,

Suppose that ¥ (k) is the clone population after T.. Y (k) is:

Y(k)=T, (A (k))=[% (k) Y(k) - Y, (k)]" 4)
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Fig. 1. The three operations of DCCM-EA: T is the dynamic clone operation, T, is the genetic
operation and T} is the operation to generate offspring population

where Y; (k) =T, (Ai (k)) =I;xA; (k),i=12,..,n,1I;is the g-dimension row vector in

C

which each element is 1 and the value of g; is:
q; :(low+(up—low)><®i—‘ 5)

where low and up is respectively the minimum and maximum value of clone size, O,

is the affinity between A, and other individuals and ©, € [0,1]:

di B dmin
=T i 6)

max min

where d;is the Euclidian distance between A; and other individuals A;:
d,=min|A -4, j=12,...n,i% j

dmin = mln{dl} bl l = 1, 2,...,}’1
d. . =max{d},i=12,..,n

ma

)

¢; changes with ©, which indicates how dense the population’s distribution is near

the individual A;. The more dense distribution, the less ©, is, vice versa.

Suppose that Y (k) ={Yl(k),Y2(k),...,Yn(k)} is the clone population, where
Y, (k)=[A (k) A(k) - A(k)],,-
Suppose that Y’ (k) ={Yl'(k),Y2’(k),...,Yn’(k)} is the population after the clone

operation 7.

According to affinity between individuals, 7. can make the more g; in the domain
where the population’s distribution is dense and the less g; in the domain where the
population’s distribution is loose. So DCCM-EA can make all points in the search
space get equal evolutionary probability, to get the global optimal solution.
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2.2 Chaos Mutation Operation T,

2.2.1 Chaos
Chaos is seemingly a kind of irregular motions, which has random-like behavior
without any random factors in the deterministic non-linear system (randomness of
the inner algorithm framework). The greatest characteristic of chaotic system is that
it is very sensitive to the initial value, and the future behavior of system is unpre-
dictable in long term. We can apply these characteristics of chaos to the optimiza-
tion calculation, chaotic regularity makes its definitive iteration formula generate
the new solutions easily, and the searching can avoid to fall into the local optimum
by chaotic randomness, the most important is that the final solution can approach to
the true optimal solution with arbitrary precision by chaotic ergodicity. Random
number generated by ordinary methods can’t complete the ergodic search over con-
tinuous variable spaces because it can’t reach arbitrary precision without repetition,
but chaotic variables are feasible during the precision range that computer can
represent.

In this paper, the chaos function is Logistic function [13], which is a classical
chaos system:

I, = pr, (1—r”),n:O,l,2,... (8)

where u is a parameter. It can generate a serial sequence when the first number
r, € [0,1] is randomly produced and y is specific.

The Logistic appears different characteristic with Different value of u (see Fig.2).
When u=4, Logistic system is in the chaos state and r, € [0,1] is chaos sequence

which can search the points all over the solution space. Because of the characters of
Logistic system, it can be applied in the optimization field.

0.9

0.8

0.7

0.6

0.4

0.3

0.2

0.1

2.4 26 28 3 3.2 3.4 36 38 4
u

Fig. 2. How Logistic enters chaos. The Logistic appears different characteristic with Different
value of .
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2.2.2 Chaos Mutation Operator T,
The new individual is A, (k)= (x/,x/,....x,,) after the chaos mutation operation 7,

VA (k)e Y (k), A (k)=(x,,%,,....x,,) . The following is the details of T.

for(1£j<m)

if (random(0,1)<P, )

m

if (random(0,1)<0.5)
x;.:xij+(1;j><(bij—aj)+aj),1SjSm;
else
X :xz:f_(’?:fx(bz:f_a.f)"'aj)’lgjsm;
if(x;<a;) x;=a;;
elseif (x; >b;) x;=b,;
1

}
—(n+l)/(n+l,)

where r; is the chaos sequence of Logistic system when u=4; P =m ,

1 / 1 . . . . .
P e {—, —} ; tis the ranking of A, (k+1) in the sort sequence according to fitness.
m \'m

Relative to the individual of better fitness, the ones of worse fitness can get greater
probability. This can guarantee the whole population is good.

2.3 Selection Operation T

Vi=12,...n, denote B (k):best{x'(k)} = best{A/(k)1i=1,2,...q,} . After chaos
mutation operation, the offspring population is:
B(k) if B/(k) is better than A,(k)
A‘(k+] )_{ (9)
A(k) else

2.4 The Framework of DCCM-EA

Suppose that & is the number of evolution, k=0;

Initialize the population A (k) randomly, the size of population is 7;
Initialize the first number of Logistic chaos sequence ry;

Dynamic clone operation 7. for each individual in A (k) , generate Y (k) ;

Chaos mutation operation 7, for each individual in ¥ (k) , generate Y’ (k) ;

AN S e

Selection Operation 7, generate the offspring population A (k +1) ;
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7. k:=k+1;

8. If not termination condition, go to step 4;

9. Stop.

3 Experiments

The current version of DCCM-EA is proposed to solve real-parameter problems. In
this paper, it is used to solve the complex numerical problems. The benchmark func-
tions here are a set of 23 different functions selected from [4]. These functions are
widely used as benchmark in numerical optimization. Functions fi-f;; are high dimen-
sional problems. Functions fi-fs are uni-modal. Function fg is the step function, which
has one minimum and is discontinuous. Function f; is a noisy quartic function, where
the random number is a uniformly distributed random variable in [0, 1). Functions fs-
fi3 are multi-modal functions where the number of local minima increases exponen-
tially with the problem dimension [14,15]. Functions fi4-f>; are low-dimensional

Table 1. The 23 benchmark functions used in experiment, where N is the dimension of
function, f,;, is the minimum value of function, and S is the search space, x€ S

Function N S £
7, 30 [-100, 1007" 0
£, 30 [-10, 101" 0
f, 30 [-100, 100]" 0
1, 30 [-100, 100]" 0
£, 30 [-30, 301" 0
£ 30 [-100, 1007" 0
5 30 [-1.28, 1.28]" 0
f, 30 [-500, 500]" -12569.5
1, 30 [-5.12,5.12]" 0
£ 30 [-32,32]" 0
f. 30 [-600, 600" 0
£ 30 [-50, 501" 0
1 30 [-50, 501" 0
f. 2 [-65.536, 65.536]" 1
fis 4 [-5, 51" 0.0003075
fre 2 [-5, 51" -1.0316285
£ 2 [-5,10]% [0, 15] 0.398
fis 2 [-2.2]" 3
fro 3 [0, 11" -3.86
S 6 [0, 11" 3.32
S 4 [0, 101" -10
S 4 [0, 101" -10
Lo : [0, 101" -10
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functions which have only a few local minima [14]. In order to compare DCCM-EA
with FEP [4], the setting of the 23 functions, which are given in Table 1, is the same
as in [4]. The more details of each function can be got from [4].

The parameters of algorithm are set as follow: n=50, low=10 and up=20. The re-
sults of performing DCCM-EA are listed in Table 2. Table 2 shows best, worst and
mean best values for each function evaluated for independent 50 runs.

In this paper, DCCM-EA is compared with FEP which uses a Cauchy instead of
Gaussian mutation as the primary search operator. DCCM-EA uses chaos mutation
and the mutation probability is a self-adaptive value. The mutation operation is feasi-
ble for different functions. The results of this comparison are shown in Table 3 with
respect to the mean best values found and the standard deviations for each function
between DCCM-EA and FEP. From the results, it can be seen that the results of
DCCM-EA is not better than FEP for f; and is little worse than FEP for fis, but it is

Table 2. The best, worst and mean best values for each function got by DCCM-EA. Each
functoin is evaluated independently for 50 runs.

Number of

Function Generations Best Worst Mean Best
f 50000 1.216743x10° 5.870576x10°® 2.980852x10°®
f, 50000 4.174004x10™ 7.921635x10™ 5.899849x10™
f, 50000 15.34696 35.14507 25.31694

f, 50000 1.319475%x10°" 1.962558x10™" 1.627719x10™"
f. 50000 2.920885x107 2.432035 4.151956x10""
A 20000 0 0 0

f 50000 2.601439%x10° 6.193726x10° 4.960406x10
A 20000 -12569.49 -12569.49 -12569.49

f, 50000 5.329253%107 2.691468x10° 1.678072x10°®
fo 50000 2.621593x10™ 6.431235%10™ 4.108969%x10™*
£, 50000 2.025077x10°° 2.411329%107° 8.193575x10°®
£, 50000 3.418652x10° 1.248548x10° 8.268964x10”
£, 50000 4.454944x10° 2.429853x10°7 1.145081x107
£ 100 0.9980038 0.9980038 0.9980038

£, 50000 3.091611x10™ 6.889355x10™ 5.493655x10™
f. 200 -1.031628 -1.031628 -1.031628

£, 500 0.3978874 0.3978876 0.3978875

£ 500 3 3 3

£ 200 -3.862782 -3.862782 -3.862782

fa 200 -3.321972 -3.321661 -3.321848

f 1000 -10.15320 -10.15318 -10.15319

£, 1000 -10.40294 -10.40290 -10.40293

fa 1000 -10.53641 -10.53639 -10.53640
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Table 3. Comparison between DCCM-EA and FEP, where “Mean Best” and “Std Dev” stand
for the mean best values and the standard deviation respectively. Each function is evaluated
independently for 50 runs.

Function DCCM-EA FEP
Mean Best Std Dev Mean Best Std Dev

f 2.980852x10°  1.159304x10°  5.7x10™ 1,310

f 5.899849x10*  1.006117x10*  8.1x10? 7.7x10™

f, 25.31694 6.624966 1.6x107 1.4x107

f. 1.627719x10"  2.049367x10% 0.3 0.5

A 4.151956x10"  6.832193x10"  5.06 5.87

A 0 0 0 0

f, 4.960406x10°  1.088628x10°  7.6x107 2.6x107

1, -12569.49 0 -12554.5 52.6

f 1.678072x10°  6.011691x107  4.6x107 1.2x107

£ 4.108969x10*  1.029389x10*  1.8x107 2.1x10°

£, 8.193575x10°  5.940091x10°  1.6x10™ 2.2x107

£, 8.268964x10°  2.655438x10°  9.2x10°° 3.6x10°

£, 1.145081x107  5.942774x10®  1.6x10™* 7.3x107

£, 0.9980038 0 1.22 0.56

s 5.493655x10*  1.119569x10*  5.0x10™* 3.2x10™

L -1.031628 0 -1.03 4.9x10”

£, 0.3978875 4.488186x10"  0.398 1.5x107

fs 3 0 3.02 0.11

Lo -3.862782 0 -3.86 1.4x107

fa -3.321848 1.003577x10*  -3.27 5.9x107

£ -10.15319 9.157152x10°  -5.52 1.59

£ -10.40293 1.176612x10°  -5.52 2.12

fa -10.53640 5.140836x10°  -6.57 3.14

apparent that DCCM-EA performs better than FEP for the rest part of the 23 bench-
mark functions.

4 Conclusions

This paper introduced a dynamic-clone and chaos-mutation evolutionary algorithm
(DCCM-EA), which employs dynamic clone and chaos mutation methods, for func-
tion optimization. According to affinity between individuals, clone operation can
make the more clones in the domain where the population’s distribution is dense and
the less clones in the domain where the population’s distribution is loose. So DCCM-
EA can make all points in the search space get equal evolutionary probability, to get
the global optimal solution. The chaos mutation implying sequence generated by
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Logistic chaos system can search the points all over the solution space, which can
avoid falling into the local optimum.
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Abstract. In this paper, a parallel self-adaptive subspace searching algorithm is
proposed for solving dynamic function optimization problems. The new algo-
rithm called DSSSEA uses a re-initialization strategy for gathering global in-
formation of the landscape as the change of fitness is detected, and a parallel
subspace searching strategy for maintaining the diversity and speeding up the
convergence in order to find the optimal solution before it changes. Experimen-
tal results show that DSSSEA can be used to track the moving optimal solutions
of dynamic function optimization problems efficiently.

Keywords: evolutionary algorithm, dynamic function optimization problem,
niche strategy.

1 Introdction

The dynamic function optimization problem always handles changing function, that is
to say that at least one part of the problem always changes with time, such as the
optima, the fitness function, the searching space or the location of the optima. The
optimization of solutions in dynamic environments is of particular importance in real-
world problems[1]. Commonly, the dynamic function optimization problem can be
described as follows

Maximize Y = f(X, t) €))

5.1,
X, D =0,i=1,2, ...,k
hX,0=0,j=1,2,..1
XED={XERIX, =X = X,}
tET={tERIO=1=1)}
Y € R°xT

where X is decision variable, Y is objective variable. When p =2, the expression (1) is
called dynamic multi-objective function optimization problem; when p = 1 the

expression (1) is called dynamic function optimization problem. And when k+/>>0, the
expression (1) is called constrained dynamic function optimization problem; when
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k=1=0, the expression (1) is called non-constrained dynamic function optimization
problem. When =0, the expression (1) is called multi-objective function optimization
problem. In this paper, we only discuss the situation when p=1 and k=1[=0.

2 Algorithm DSSSEA

The essence to solve fucntion optimization problem in dynamic environments is to
detect the change of condition in the progress of seraching and to make the algorithm
to catch up with the change of condition. It has been said that to find an effective way
to solve dynamic function optimization problem, that is to say, improving diversity of
individuals can make the algorithm to adapt to the change of condition more quickly.
So, how to improve diversity of solutions? There are some methods which have been
proven effective: reinitialization or partly reinitialization; hypermutation; to reserve
good indivisuals from history; multi-population strategy and self-adaptive strategy
and so on'>**>¢7],

The creature has the ability to produce all kinds of new creatures because in the pro-
gress of evolution, the creature can divide into many small population (we call it niche),
and the difference among these niches become bigger and bigger and then become into
different creatures. Why the niche can cause division of population? There are three
causes: firstly, the genes of the niches are not the same, especially for small population,
at the beginning of the evolution the difference has existed in; secondly, the separated
niches has utterly different mutation, some changes occur in this niche, other changes
occur in other niches, the change of one niche doesn’t influence other niches; thirdly,
different choice, two different niches have different condition, different condition
means different choice, which causes the niches develop in different ways.

We denote the feasible solution of problem (1) at time T by X(T), the number of
subspaces or niches by n.

The subspace and niche are defined as follows:

Definition 1. subspace §/(7)={X e D| Hx - X’,’(T)H <ih),i=12,-,n>
where / is a parameter used to control the size of subspace.

Definition 2. niche 5, ={ X (D) -
where m is the niche size.

To solve dynamic function optimization problems, we use evolutionary algorithm
with niche strategy which producing a set of niches by mutation, that means Dynamic
Searching in Sub-Spaces, so we call this new algorithm DSSSEA. In DSSSEA, firstly
the individuals are ordered according to their fitness values, then around the individu-
als (in subspaces) producing niches by mutation, but the size of subspace is inversely
proportional to the fitness of individual. The strategy is to speed up the convergence
and to maintain the diversity to avoid local optima and premature. This algorithm
only uses objective fitness values without the limit of continuous function, so it can
be used in many kinds of problems.

A multi-processor system with shared memory can be used to perform an asyn-
chronous parallel algorithm efficiently. Suppose that the population p'(T) used as a
global variable is stored in the shared memory . The algorithm DSSSEA is described
as follows.
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Algorithm DSSSEA
Begin
Step 1: T:=0;
Step 2: initialize P(T)={X](T),X,(T), -, X (T)}randomly
from D;
Step 3: ranking the individuals of P°(T)according to

their fitness;
Step 4: for i=1 to n do in parallel
t:=0;
L: for j=1 to m dO
X[ (T)=X/(T)+i*h*N(0,])

endfor
X/™(T) = arg max FX(T)) i
<j<m v
t := t+1;
if t<t__ then goto L;
endfor;

Step 5: output X, (1) = Iggliagff(xirm T)i
Step 6: T=T+AT;
Step 7: if T<t goto Step 2;
Step 8: stop.
End

In this program, the host processor is used to perform step 1,2,3,5,6 and 7, while oth-
ers perform step 4 asynchronously. Besides, Step 4 is a parallel process used to main-
tain the diversity and to keep the capability of high convergence speed in order to find
the optimal solution before the landscape changes. Step 5 is a synchronized point for
output of results. Step 7 turns to reinitialize the population for learning the global
information of landscape as the time changes in step 6 and to restart the dynamic
subspace searching process.

Since the dynamic problem is much stricter with diversity of solutions than any
other problems, if there is no any knowledge about the fitness scope, the N initialized
individuals should be evenly located in the solution space in order to ensure the global
searching and to improve the efficiency of algorithm.

Taking note of step 4, if we do it in sequence (not in parallel), then Algorithm
DSSSEA becomes a sequential algorithm which can be performed with any
computers.

3 Numerical Experiments

3.1 Test Function

The dynamic problems producer DF1™® is used in our experiments. DF1 uses “two
step” strategy: the first step is to produce a set of taper with different height and dif-
ferent slope (DF1 can be defined as any dimension); the second step is to add the
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dynamic characteristics to these tapers. For instance, in two-dimension condition, the
static function DF1 can be described as:

FOX,Y)=max,, y[H, — R, * /(X —X,)* +(¥ -Y,)’]

Where N is the number of tapers, and all of these tapers are independent for each
other, they are all decided by their own location (X;, Yi), height (H;) and slope (R)).
The objective function f (X, Y) is used to join all of the N tapers to form a complex
function with N local maxima. The dynamic style of f (X, Y) is controlled by the fre-
quency of producing new taper by function producer. The function producer ran-
domly produces N tapers in pre-decided range each time, such that:

H, € [Hbase, Hbase + Hrange];

R, € [Rbase, Rbase + Rrange] ;

X, e[-11]5

Y, e[-11]-
Where Hbase is the minimal height of the taper, Hrange is the range of taper height,
Rbase is the minimal slope of the taper, Rrange is the range of taper slope.

Because programmers can decide the evolution generation in the test function DF1,

we use the improved offline evaluation method Acc: to compute the average value of

the fitness of the best solutions up to now, it can show how quickly the algorithm
close to the optima. The mathematics expression is as follows:

K
Performance _offline = %Z )
i=1

Where £ = max{f,, f,.... f,} » that is to say r"is the fitness of the best solution of all of

the individuals up to the ith generation.

3.2 Choices of Parameters

The parameters we used in the test function DF1 are listed in the table 1:

Table 1. The parameters

parameters | SN2MS5S 14N2M14C | SN5MS5S SN5SM5C | 14N10M14C
Hbase 60.0 1.0 60.0 60.0 1.0
Hrange 0.0 9.0 0.0 0.0 9.0
Rbase 70.0 8.0 70.0 70.0 8.0
Rrange 0.0 12.0 0.0 0.0 12.0
Acc 1.5 3.8 1.5 3.8 3.8

In the above table, for instance, SN2MSS denotes that the number of taper is 5, the
dimension N is 2, the number of dynamic apices M is 5, and S,C and L denote the
change is small, chaos or large. Usually, we set the population size 100, the niche size



32 Y. Li, Z. Kang, and L. Kang

100, the function changing generation is 20, and the termination condition is that the
generation equal to 400. In order to avoid the error caused by random algorithm, all of
the solutions are the average value of ten runs.

3.3 The Numerical Experiments

In the following figures, the value of the vertical coordination is the performance
evaluation Acc. We did all kinds of experiments on an PC.

1) Changing the size of population
For convenience, we set the population size as 50, 100, 200 and 300. The results are
shown in fig.1.
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!
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Fig. 1. Changing the population size

It can be concluded from fig.1 that when the population size is small, the result of
the DSSSSEA algorithm is not good, when the population size is added to some ex-
tend such as 100, the efficiency of DSSSSEA algorithm improve quickly, but when
the population size is still added, the efficiency of DSSSSEA algorithm has no more
improvement. This is decided by the diversity of dynamic function optimization, the
small population of course induce poor diversity of the population, but it don’t mean
that the larger population size induce better results, when the size is added to some
extend, the population size is no more an effective fact for the results.

2) Changing the niche size
For convenience, we set the niche size as 50,100,200 and 300, and the population size
is set as 100. The results are shown in fig.2.

It can be concluded from fig.2 that the change of niche size has almost no effect on
the efficiency of the algorithm, no less which kind of change and which complex
function. It is because that we use self-adaptive niche, that is to say, the better indi-
vidual produce fewer children, on the other hand, the worse individual produce more
children, at this time, the number of individuals in the niche is not so important.

3) Changing the memory size
To introduce the memory strategy is to record history optima to help latter searching
in the related region. In the former experiments, we don’t use memory strategy, so
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Fig. 2. Changing the niche size

how the memory strategy affects the algorithm? Let’s ask for the answer in the fol-
lowing experiments. We reserve optima before change of condition every time, the
memory initial set is the initial population. The results are shown in fig.3 and fig.4,
where the percent means what percent of the population are replaced with the memory
every time when the condition changes.
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Fig. 3. Changing the memory

It can be concluded from fig.3 that the results of all test functions are better than
those without memory, especially the percent from 0 to 10. However, for the low
dimension function SN2M1S and 14N2M14C, the effect on the algorithm with or
without memory even the replacement percent with memory has no more than the
high dimension function SN5SM5C and SN5MS5L, even there is a little improvement.
As for the high dimension function 14N10M14C, since the values of its results are
small, so we show its results in fig.4. From fig.4, we can see that the effect of memory
on the results is very apparent. So, for the high dimension functions, we should set a
memory to reserve history solutions, this is because when the complexity of the
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function become higher, the history solutions can improve convergence speed. Ac-
cording to our experiments, for the percent of population replaced by memory, from
20% to 30% is a good choice.

L4NTOM14C

s —

15
- /

0.5

No memory 10% 20% 30% 50%

Fig. 4. Changing memory for 14N10M14C

4) Contrast with other algorithms
The change frequency is an important factor in the dynamic description. When we
change the generation between two changes, the characteristics of the algorithm
changes. For convenience, all of the algorithms for contrast don’t use the strategy of
memory, and the population size and niche size are all 100. At the same time, we set
the mutation rate 0.3 in Hyper Mutation algorithm (it changes to 0.5 when the func-
tion changes), and set the percent of population replaced by randomly produced indi-
viduals 50% in Random Immigration algorithm. In SSSEA, we only use multi-parent
crossover operator, the results are shown in fig.5.

From fig.5 we can see that for the five test functions of all kinds, the performance
of DSSSEA is much better than the other three algorithms.

When the dimension of the dynamic function is low such as SN2MI1S and
14N2M14C in fig.5, the Acc values of DSSSEA, Hyper Mutation algorithm and
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Fig. 5. Contrast with other algorithms



A Parallel Self-adaptive Subspace Searching Algorithm 35

Random Immigration algorithm almost are the same point, but they are all better than
SSSEA which only uses crossover operator, for higher dimension, the situation is
more apparent. So we can conclude that performance of the mutation operator is
much better than crossover operator in dynamic function optimization problems.

For higher dimension functions, such as SNSM5C, SNSM5L and 14N10M14C
shown in fig.5, the order of Acc is:

Acc (Random Immigration) <Acc (Hyper Mutation) <Acc (DSSSEA)

So the order of the performance of these algorithms is:

Random Immigration < Hyper Mutation< DSSSEA

In fact, DSSSEA looks like Random Immigration and Hyper Mutation, but it uses
self-adaptive mutation operator such that programming becomes easier without set-
ting all kinds of parameters, at the same time, preserving the diversity of individuals
in population concealed, which preserves good performance in all kinds of functions
with all kinds of complexity or changing style.

4 Conclusions

According to the results of the above experiments, we can conclude that:

1) When the population size is small, the performance of DSSSEA is not so good,
when the population size is added to some extend such as 100, the performance of
DSSSEA improves quickly, but if continuing to add the size, the performance of
DSSSEA has no more improvement.

2) Adding the niche size has no impressive improvement to the performance of
DSSSEA.

3) For lower dimension function, with or without memory strategy and how many
is the percent of population replaced by memory has no impressive improvement to
the performance of DSSSEA, on the other hand, for higher dimension function, the
percent of population replaced by memory has great effect on the performance of
DSSSEA.

4) With the same parameter setting, the performance of DSSSEA is much better
than those of Hyper Mutation algorithm, Random Immigration algorithm and SSSEA
which only uses crossover operator.

Our experiments are simulated on an PC. So these conclusions on DSSSEA remain to be
confirmed by using a distributed parallel computer to do more numerical experiments.
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Abstract. This paper presents an improved GuoTao algorithm for solving un-
constrained optimization problems. The algorithm combines the multi-parent
crossover operator of GuoTao algorithm with two local search operators. The
first local search operator is a simplified Hooke-Jeeves algorithm which can
find near-optimal solutions near the start point within reasonable computational
time. And the second local search operator is a powell algorithm which can find
the local optimal solution near the start point. The multi-parent crossover opera-
tor can enables individual to draw closer to each local optimal solution, thus the
population will be divided into subpopulations automatically, meanwhile, the
first local search operator is adopted to gain near-optimal solution in each sub-
population. As a result, the promising areas are gained quickly which decrease
useless search greatly. At last, the second local search operator is adopted to
find the global optimal solution only from those promising areas.Numerical ex-
periments using a suite of test functions, which are widely studied in the field of
evolutionary computation, show that the proposed algorithm is superior to
GuoTao algorithm for solving unconstrained optimization problems with high
dimensionality.

1 Introduction

Evolutionary computation has become an important problem solving methodology
among many researchers. The population-based collective learning process, self adap-
tation,and robustness are some of the key features of evolutionary algorithms when
compared to other global optimization techniques.Some of the popular approaches are
real-parameter EAs, evolution strategies (ES), differential evolution (DE), particle
swarm optimization (PSO), evolutionary programming (EP), classical methods such
as quasi-Newton method (QN), hybrid evolutionary-classical methods, other non-
evolutionary methods such as simulated annealing (SA), tabu search (TS)[1-5] and
others[6].

In 1999,GuoTao presented a novel evolutionary algorithm [7] which has shown
that it is a very effective algorithm for unconstrained optimization problems. The
most important feature of GuoTao algorithm lies its multi-parent crossover opera-
tor.The multi-parent crossover operator can enables individual to draw closer to each
local optimal solution, thus the population will be divided into subpopulations

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 3744, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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automatically, all individuals in each subpopulation belong to a same attractor. At
last, each attractor will be converged to a local optimal solution. By this way, GuoTao
algorithm can find the global optimal solution with large probability. But there are
two shortcomings in GuoTao algorithm. First of all, because GuoTao algorithm lacks
local search operator, the convergence velocity of each subspace is relatively slow.
Second, many subspaces are not promising areas, but the algorithm has to spend lots
of time to search these subspaces. How to solve these two problems to improve the
performance of GuoTao algorithm ?Generally, hybrid evolutionary algorithm is a
good choice[8]. A simple idea is to add a local search operator to GuoTao algorithm,
then each subspace can converge to a local optimal solution quickly. But this method
can not avoid the second defect. How to find the promising areas [9]? So this paper
presents an improved GuoTao algorithm for solving unconstrained optimization prob-
lems. The algorithm combines the multi-parent crossover operator of GuoTao algo-
rithm with two local search operators. The first local search operator is a modified
Hooke-Jeeves algorithm[10]. In fact, it is a incomplete local search operator which
can find near-optimal solution near the start point, its goal is not to find the local op-
timal solution in the subspace. The function of the first local search operator is to find
those promising areas with little computation complexity, so there is no need to carry
out the complete local search which is a time consuming process.As a result, the
promising areas are gained quickly which decrease useless search greatly. At last, the
second local search operator is adopted to find the global optimal solution only from
those promising areas.In fact, the second local search operator is a powell algorithm
which can find the local optimal solution near the start point[11].

When the algorithm run, the multi-parent crossover operator can enables individual
to draw closer to each local optimal solution, thus the population will be divided into
subpopulations automatically,meanwhile, the first local search operator is adopted to
gain near-optimal solution in each subpopulation. As a result, the promising areas are
gained quickly which decrease useless search greatly. At last, the second local search
operator is adopted to find the global optimal solution only from those promising
areas.Numerical experiments using a suite of test functions, which are widely studied
in the field of evolutionary computation, show that the proposed algorithm is superior
to GuoTao algorithm for solving unconstrained optimization problems.

The rest of this paper is organized as follows: Section 2 gives the structure of pro-
posed algorithm(LGT) and describes the implementation of the algorithm. The ex-
periments and comparisons with GuoTao algorithm are illustrated by solving several
benchmark problems in section 3.Finally,section 4 concludes with some brief
remarks.

2 Descriptions of Improved GuoTao Algorithm (LGT)

The algorithmic description of LGT is as follows:

PROCEDURE LGT ALGORITHM
BEGIN

Randomly initialize population P={X,,X,,..Xy1};

generation=0; t=0 ;
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while(the termination condition is not satisfied) do
BEGIN
select M points X{, X5,..., X, from population ;
X=GTX (X[, X5 X1; ) ;

IF better(X,X,,,,) THEN BEGIN

Wors

X =X;

X= FirstLocalSearch(X) ;
IF better(X,X,,,,) THEN BEGIN
X =SecondLocalSearch (%) ;
X =X;
END ELSE BEGIN
X =X;
END;

worst

worst

worst

END;
generation = generation + 1;
END;
Output Result;
END;

END.

2.1 Multi-parent Crossover Operator(GTX) of GaoTao Algorithm

In GuoTao algorithm, a linear non-convex multi-parent crossover operator (GTX )
was proposed to generate a child.

Its algorithm is as follows:

Suppose alt_l ,a;_l s a[’n" are m parents in the 7-1 generation with A;,A,..., Ay, as
their crossover coefficient respectively. a' is the child in the t generation, which is

obtained according to the following formula:
a' =nFa T nral A *al!

where A Ay ..., An€ [-0.5, 1.5] and A +A+. .. +A, =1

Linearity enables the offspring to inherit possible linkages among parameters.
Non-convexity tends to guide the population to search areas outside where it resides.
Simplicity and high efficiency are the main advantages of GTX. However there are
two main shortcomings in GuoTao algorithm. First, because GuoTao algorithm lacks
local search operator, the convergence velocity of each subspace is relatively slow.
Second, many subspaces are not promising areas, but the algorithm has to spend lots
of time to search these subspaces. So GuoTao algorithm often meet with trouble when
solving the large scale function optimization problems.
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2.2 First Local Search Operator

The first local search operator is a modified Hooke-Jeeves algorithm.The pattern
search method of Hooke and Jeeves is a sequential technique, each step of which
consists of two kinds of moves, the exploratory move and the pattern move. The first
kind of move is included to explore the local behaviour of the objective function and
the second kind of move is included to take advantage of the pattern direction. In fact,
the pattern move is only an accelerative method.If we remove the pattern move, the
algorithm is still a local optimization algorithm, of course, the velocity of conver-
gence of the modified algorithm will be slower than the origin algorithm. But the
modified algorithm has a important merit that the search depth can be controlled ac-
cording to the initialization parameter.

The general procedure of the modified algorithm can be described by the following
steps:

1. Start with an arbitrarily chosen point called the starting base point X, and
prescribed step lengths Ax; in each of the coordinate directions w;, i=1,2,..,n.
Set k=1.

2. Compute fi= f (X ). Set i=1, Y =X, where the point Y;; indicates the
temporary base point X, by perturbing the jth component of Xy. Then start
the exploratory move as stated in Step 3.

3. The variable x; is perturbed about the current temporary base point Y, ;; to
obtain the new temporary base point as:

Y, A if f*=f Yo tAu ) <f=f(Y,,)
Y, =N iff =0 M) <f=f(Y ) <fr=f (Y, +Avu,)
Y. iff=£(Y,,) <minf",f")

This process of finding the new temporary base point is continued for
i=1,2,... until x, is perturbed to find Y.

4. If the point Y, , remains the same as X, reduce the step lengths Ax; (say, by a
factor of 2), set i=/ and go to step 3. If Y, is different from X, obtain the
new base point as :

X =Y,
and go to step 5.

5 Set k=k+1, fi=f (Yyo), i=1, and repeat step 3. If at the end of step 3, f
(Yi.) <f(Xy), we take the new base point X;, ;=Y , and go to step 5. On the
other hand, if f (Yi.) = f (Xp), set Xy, ,;=X,, reduce the step lengths Ax; set
k=k+1, and go to step 2.

6  The process is assumed to have converged whenever the step lengths fall
below a small quantity €. Thus the process is terminated if

max(Ax;) <&
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2.3 Second Local Search Operator

To avoid the disadvantages of the traditional optimization algorithms, we adopt Pow-
ell algorithm to implement the complete local search algorithm, because Powell algo-
rithm belongs to the class of direct search methods, a class of optimization algorithms
which neither compute nor approximate any derivatives of the objective function.

3 Numerical Experiments and Analysis

In this section, we choose five typical global minimization problems and give the
comparisons to other results. These examples are often used to test the performance
and measure the reliability of a global optimal algorithm.

When testing the algorithm on well understood problems,there are two measures of
performance:

1. Success rate: when the algorithm found the global optimal solution, we think
this run as a success run, so the success rate is the ratio of total success runs and
total runs.

2. The average number of objective function evaluations required to find these
optima.

Example 1. De Jong function [12]
n
fG=>x 51255 <512
i=1

The optimal solution is the origin of the coordinate system.

Example 2. Rosenbrock function [12]
n—l1
f(EX)=D0100(x,, —x)* +(x; =1)?) -2.048< x, <2.048
i=1
It is unimodal but has strong epistasis among parameters.The optimal solution is
(1,1...1), which is located on a curved valley.
Example 3. Griwank function [13]

n

X L
=1+ i _TT(cos(x, /i) -512<x, <512
f) ;4000 H( (x,/+i)) x

The optimal solution is the origin of the coordinate system.There are many local min-
ima around the the global minimum.

Example 4. Rastrigin function [14]

f(X)=nA+> (x} — Acos(27x,)) -5.12< x; <5.12
i=1
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The optimal solution is the origin of the coordinate system.There are many local min-
ima around the global minimum.

Example 5. Schwefel function [3]

n
fE) ==Y xsin(y/lx; 1) -500< x; <500
i=1
The global minimum is x;=420.9687, i =1,2,..,n.

3.1 The Comparison of Proposed Algoritm(LGT) and the Algorithms GuoTao

To compare the performance of the proposed algorithm(LGT) with the algorithm
GuoTao, the same parameters are adopted in algorithm LGT and GuoTao for each test
problem. Table 1 and Table 2 summarizes the experimental results we obtained by
using LGT and GuoTao and statistics for the 30 independent runs.

Control parameters are set as follows::dimension(n),poplation size(N), the number
of the parents in multi-parent crossover operator(M).

1. When the problems have low dimensionality: n=20, N =100, M=10;
2. When the problems have high dimensionality: n=100,N=1000, M=10.

Table 1. The comparison of proposed algorithm(LGT) and the algorithms GuoTao (when the
dimension n=20)

Example No Algorithm Dimen- Success ~ Average
sions rate number  of
function
evaluations
Example 1 GuoTao 20 100% 366890
LGT 20 100% 2567824
Example 2 GuoTao 20 100% 652336
LGT 20 100% 5468462
Example 3 GuoTao 20 100% 853090
LGT 20 100% 6875464
Example 4 GuoTao 20 100% 374902
LGT 20 100% 2839462
Example 5 GuoTao 20 100% 486438
LGT 20 100% 6948672

From the Table 1, we can see that LGT and GuoTao are both surprisingly good for
solving the function optimization problems with low dimensionality, they can find the
optimal solution in every run for all benchmark problems. Note that the average num-
ber of function evaluations of LGT is larger than that of the algorithm GuoTao for
every test problems, the reason lies that these low dimension problems are relatively
simple to the algorithm GuoTao, there is no need to adopt local search operator to
find the global optimal solution.
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Table 2. The comparison of proposed algorithm(LGT) and the algorithms GuoTao (when the
dimension n=100 )

Example No Algorithm Dimen- Success ~ Average
sions rate number  of
function
evaluations
Example 1 GuoTao 100 0%
LGT 100 100% 468261836
Example 2 GuoTao 100 0%
LGT 100 70% 843268642
Example 3 GuoTao 100 0%
LGT 100 100% 624850338
Example 4 GuoTao 100 0%
LGT 100 83% 532788504
Example 5 GuoTao 100 0%
LGT 100 90% 956796226

From the Table 2, we can see that LGT is still surprisingly good for solving the
function optimization problems with high dimensionality, but GuoTao will meet with
trouble for such problems because it lacks effective local search operator.

4 Conclusions

This paper presents an improved GuoTao algorithm for solving unconstrained optimi-
zation problems. The algorithm combines the multi-parent crossover operator of
GuoTao algorithm with two local search operators. The multi-parent crossover opera-
tor can divided the population into subpopulations automatically, meanwhile, the first
local search operator is adopted to gain near-optimal solution in each subpopulation.
As a result, the promising areas are gained quickly, then the second local search op-
erator is adopted to find the global optimal solution only from those promising areas.
Numerical experiments using a suite of test functions, which are widely studied in the
field of evolutionary computation, show that the proposed algorithm is surprisingly
good for solving unconstrained optimization problems, specially the proposed algo-
rithm is superior to GuoTao algorithm when the optimization problem has high di-
mensionality.
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Abstract. Gene expression programming (GEP) is a recently developed evolu-
tionary computation method for model learning and knowledge discovery.
Sometimes it is not easy when use GEP to solve too complex problem, so en-
hancing the algorithm learning capability is necessary. This paper proposes an
immune principle based GEP algorithm (iGEP), which combines gene library
and clonal selection algorithm. The gene library is composed of subexpressions
of GEP expression selected from the process of evolution. The proposed algo-
rithm introduces some new features, including the best subexpression of GEP
expression is selected as the solution of the problem, and some segments of
gene library are used for hypermutation and receptor editing. In terms of con-
vergence rate and computational efficiency, the experimented results on some
benchmark problems of the UCI repository show that iGEP outperforms the
standard GEP.

Keywords: gene expression programming, clonal selection, gene library, best
subexpression.

1 Introduction

Gene expression programming [1] is a recently developed evolutionary computation
method for model learning and knowledge discovery. Because of its capability of
using linear chromosome to represent the nonlinear computer program, GEP dramati-
cally improves on traditional genetic programming (GP) [1] in the term of complexity
and time efficiency. Previous research work has shown its powerful capabilities over
a large range of domains, including regression modeling, classification tasks, time
series prediction, and logic synthesis [1][2][3][8][9][10]. Despite the initial success of
GEP, most of the work addressed the application of GEP, and there remain many
open issues to deal with, including learning capability research, theoretical analysis,
real-world applications, etc. In this paper we will focus on enhancing the GEP algo-
rithm learning capability based on immune principle.

Over the last few years, the study of artificial immune systems (AIS) has become
increasingly important due to the large number of its possible applications in fields of
science and engineering [4]. Based on the learning and evolutionary principle in the
adaptive immune response, De Castro developed CLONal selection ALGorithm
(CLONALG) [4], which uses individual mutation to perform greed search and uses
random search to explore the whole solution space. CLONALG emphasizes propor-
tion selection and clone, and the essence of the clonal operator is producing a

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 45-57, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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variation population around the parents according to their affinity, and then the
searching area is enlarged. Compared with standard genetic algorithm (GA), CLON-
ALG is convergent faster and the diversity is much better. But when the objective
function becomes complex, the search ability of the algorithms becomes weak. Al-
though the algorithms proposed in Ref. [4] try to simulate the characters of the diver-
sity of population, the CLONALG emphasizes the more local search. On the other
hand, Gene libraries are a biological mechanism for generating combinatorial diver-
sity in the immune system [5][6]. In this paper, we will adopt the clonal selection with
hypermutation and GEP subexpression library as the search strategy of the immune
principle based Gene Expression Programming (iGEP) algorithm.

In the next section of this paper, a brief review of related work and the motivation
of the algorithm design are presented, and then a detailed description of the iGEP
algorithm is put forward in Section 3. In Section 4, numerical experiments are per-
formed on a suite of benchmark functions to investigate the effectiveness of the pro-
posed algorithm. Finally, some conclusions are presented in Section 5.

2 Related Work and Motivation

2.1 Gene Expression Programming

In order to describe the problem-solving paradigm of GEP we focus our overview on
symbolic regression problems. Like GP, suppose the function set, terminal set, fitness
function, control parameters and stop condition have been determined. GEP algo-
rithm, which is in general no different from the traditional GP, begins with random
generation of the initial population. Then individuals are evaluated (after being trans-
lated into algebraic expression) and selected accordingly to the fitness to reproduce
with mutation or crossover operation. Individuals of the new generation will be evalu-
ated, selected and then reproduced with evolution operation to generate the next one.
The above process will be repeated for a certain number of generation or until a solu-
tion has been found. The most difference between GEP with traditional GP is the
expression of the chromosomes (i.e. individuals), and therefore the operators on the
genes and the evaluation process of the individuals.

1) GEP Genes

Unlike the parse tree representation in traditional GP, GEP uses a fixed string (i.e.
chromosome or GEP gene) to represent the solution of problem. Each gene is com-
posed of a head and a tail, where the head contains the function symbols or terminal
symbols but the tail contains only terminals. For a given problem, when the length of
the head £ is chosen, the length of the tail 7 is evaluated by equation (1), where n is the
number of arguments of the function with more arguments .

t=h(m-1)+1. ()

The gene will be mapped into an expression tree (ET) following the width-first fash-
ion. For example, given the function set {+, -, ¥, /, S} and the terminal set {a, b, c}. In
this case, n=2; and h=8, then r=9. So the length of the gene is 8+9=17. The following
is a GEP gene:

01234567890123456 2)
*-/.5.c.*.c.+. a.b.a.b.a.a.a.b.b.



GEP Based on Subexpression Library and Clonal Selection 47

Where ‘.’ is used to separate function symbols for easy reading; S is the Sin () func-
tion; and a, b, c are variable names. The underlined substring of expression (2) is the
head of the expression and the rest is the tail and the substring with grey shading is K-
expression of this expression.

The above string with grey shading, named K-expression [1], is the valid segment
of the chromosome, and can be represented as an ET (Fig 1). K-expression of expres-
sion (2) is the straightforward reading of the ET from left to right and from top to
bottom. Following the in-order fashion, the above ET can be mapped into the alge-
braic expression (3), i.e. the phenotype of the chromosome, which will be used to
evaluate the fitness of the gene.

(Sin (a+b) - c)*((a *b) /c) . 3)

It can be proved that the algebraic expression (3) can be, very straightforward, con-
verted into the ET (Fig 1) and then into the K-expression of gene expression (2). The
genetic code is very simple: a one-to-one relationship between the K-expression of
the chromosome and the solution of problem.

2) GEP Operators

In GEP, the roulette-wheel sampling and the 5

elitism selection are chosen as the selection / \
strategy, which can guarantee the best indi- _ /
viduals being cloned to the next generation.

Unlike other GP algorithm, GEP creates three . / \ / \
specific modification operators corresponding - ¢ * ¢
to the K-expression, which are recombination, /
mutation and transposition [1]. 4 a b

1) Recombination. There are three kinds /\
of operators: one-point, two-point and gene
recombination, which work in the same
fashion as that in GA.

2) Mutation. According to the definition
of the specific K-expression, in the heads,
any symbol can change into function or terminal, but in the tails, the symbol can only
change into terminal.

3) Transposition. Any fragment of the genome can transpose to a randomly chosen point.

Since having the especial structure of gene and operators as mentioned above, GEP
is convenient and efficient implementation due to its linear genotype as GA, and capa-
ble of retaining a certain extent of functional complexity due to its phenotype as GP.

With the flexibility, capability and efficiency, GEP has been widely applied to the
field of the intelligent computation, including symbolic regression, classification rules
discovery and machine learning, etc.

Fig. 1. Expression tree of expression (2)

3) Learning Capability of GEP

Sometimes it is not easy when use GEP to solve too complex problem, so enhancing
the algorithm learning capability is necessary. In ref. [1], C. Ferreira introduced
Automatically Defined Functions into GEP, and ref. [7] divided the head of chromo-
somes into a head and a body and designed a multi-layer chromosomes approach,
named M-GEP. Authors in ref. [8] implemented a hybrid GEP algorithm based on
CLONALG. Ref. [9][10] proposed a theory about self-emergence of structures in
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GEP, which means structures are generated, preserved, and evolved automatically
during the evolutionary process. This approach, called P-GEP, is based on a new
linear genotype representation in prefix notation instead of K-expression.

2.2 Motivation

1) Evolvability. GEP has been used to solve a huge variety of problems, however, in
the term of evolvability (a measure of an evolutionary system's ability to evolve in an
appropriate direction [11][12]) and biological systems, GEP is far from perfect.
Author in ref. [12] introduced a few important approaches to improving the
evolvability of evolutionary computation techniques, such as pleiotropy, redundancy,
and positional independence. Redundancy provides structural protection from change
and also plays a range of interesting roles in GEP, which is the main reason that GEP
satisfies the operation closure and so the efficiency is higher than GP. However, it is
hard to introduce pleiotropy to GEP and to implement the condition of positional
independence since the mapping mechanism of genotype-phenotype. And also taking
inspiration from human immune system, in this paper we consider the approach to
improve the evolvability of GEP based on AIS and substructures learning.

2) Best Subexpression. In the standard GP or GEP only on variable is chosen to
provide the output of the problem, but in fact each subexpression (subtree) may be
considered as a potential solution of the

problem, especially when the complexity of 4

the target problem is not known. The Multi- / \

Solution ability has been tested within other : /
evolutionary model such as Multi Expres- / \ / \

sion Programming [13][14]. S c * C

GEP chromosomes are usually com- /
posed of multiple genes. Each gene codes a + / \
sub-ET and the sub-ETs are linked by a a
function. But it is not a good idea to assume / \
that the genes may be linked either by a b
addition or by multiplication [13].

We know that a GEP gene, i.e. GEP ex-
pression (encoded into expression tree)
includes a few subexpressions (encoded by the subtrees of the original tree). If each of
subexpressions may be chosen to represent the GEP expression, we may say that the
GEP expression has a manifold phenotypic transcription [13], which gives a supple-
mentary power to GEP method. For instance, expression (2) is a GEP gene, which
corresponding expression tree is illustrated in Fig 1 and algebraic expression is ex-
pression (3). We may find that the grey filled nodes form the best fitted expression
encoded in this tree (called best subexpression). In fact, the subexpression of expres-
sion (3) encoded by the grey subtree is properly the target solution (see Fig 2).

Fig. 2. Best subexpression tree

3) Clonal Selection Principle and Gene Library. Artificial Immune Systems (AIS)
have been shown to be useful, practical and realizable approaches to real-world
problems. Three major evolution processes involved in the human immune system are
gene library evolution, negative selection and clonal selection [6].
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The CONSALG algorithm developed on the basis of clonal selection theory [4], which
main idea is that only those immune cells that recognize the antigens are selected to prolif-
erate. The antigens can selectively react to the antibodies, which are the natural production
and spread on the cell surface in the form of peptides. The reaction leads to cell proliferat-
ing clonally and the clone has the same antibodies. The clonal selection is a dynamic proc-
ess of the immune system self-adapting against antigen stimulation, which has some bio-
logic characters such as learning, memory and genetic diversity.

Gene libraries are a biological mechanism for generating combinatorial diversity in the
immune system. However, they also bias the antibody creation process, so that they can be
viewed as a way of guiding lifetime learning mechanisms. The related work introduced in
the previous section indicates two important strategies of the human immune system: (1)
obtaining the germ line diversity through gene library evolution is somewhat directed to-
ward covering a coarse-grained antigen space, and (2) learning through hypermutation
leads the immune system to fine-tune its detection of the existing antigens [6].

Thus, combining clonal selection with hypermutation, gene library and best subex-
pression introduced above, of which modularity and implicit reuse are two features,
will be used to introduce pleiotropy to GEP, and to some extent to enhance the
positional independence of GEP genotype-phenotype mapping.

3 Proposed Approach

The iGEP algorithm, introduced in this paper, is a novel paradigm combining immune
principles of clonal selection and gene library with GEP representation of solutions to
problems. The algorithm is briefly described as follows.

Step 1. [Initialization] An initial population, P, of N GEP expressions (antibodies), is
randomly generated.

Step 2. [Evaluation] An antigen, Ag, is presented to the population and for each anti-
body the affinity is determined.

Step 3. [Library update] With a certain probability, p;, the best N * p,; antibodies, in
terms of their affinity, are selected to update a subexpression gene library.

Step 4. [Receptor editing] With a certain editing probability, p,, the N * (1- p.) * p,
antibodies with lower affinities are selected randomly to undergo receptor editing.
The set of receptor edited is called EP, where p. is the clone probability.

Step 5. [Cloning] The best n. = N * p. antibodies are selected and each is cloned inde-
pendently and proportionally to their affinity to form n. subpopulation.

Step 6. [Hybrid hypermutation] Each clone of each subpopulation is submitted for
hybrid hypermutation with a probability inversely proportional to its antigenic affin-
ity. The mutated clones form n. subpopulation.

Step 7. [Affinity of Clones] The affinity is computed for each mutated clone and the
highest affinity individual in each subpopulation is selected to compose a new popula-
tion named MP. If the affinity of the best individual in subpopulation is lower than
cloned antibody, then the cloned one will be selected into new population.

Step 8. [Population refresh] With a certain probability, p,, the N * p, new antibody is
generated to form a new population named NP, which will replace the lowest affinity
individuals in the popular P.
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Step 9. [Algorithm iteration] Calculate the affinity of each individual in popular EP
and NP; refresh popular P with EP, MP and NP and the new population is submitted
to step 3. The process continues iteratively until a stopping criterion is met.

1) Affinity Assignment. Computing the fitness of the GEP expression based on the
best subexpression method is an easy and inexpensive task. We know that the process
of determining the fitness of GEP expression is the process of K-expression is
computed, i.e., translating K-expression into a expression tree rooted by the first non-
terminal symbol of the K-expression and then computing the algebraic expression
encoded by this expression tree. Obviously, the values of all the subexpression of the
algebraic expressions (encoded into by the subtrees) are also computed, which means
that computing the value of an expression and of all subexpressions requires the same
number of operations as the computation of the value of the entire expression.
According the mapping of K-expression between subexpression, we employ a
bottom-up and right-left approach. Let’s consider the K-expression encoded by tree in
Fig 2. The order for fitness computation is the following:

1: +(a,b)
2: *(a,b)
3: S(2)

4: / (2,¢)
5:-@3,0¢)
6: *(4,5)

The last expression whose fitness is computed is the one encoded by the entire tree.
In order to get the fitness of each subexpression we only have to take the difference
(in absolute value) between the actual values of subexpression and expected output
and then we sum these results for all cases. The fitness of each subexpression
subExp[i] of GEP expression Exp may be computed using the following formula:

m
f(subExp[z]):Zl:I s, —d; 1. 4)
=
Where s;; is the result obtained in subexpression subExp[i] for the fitness case j, d; is
the targeted result for the fitness case j and m is the number of fitness cases.
For symbolic regression problem the fitness needs to be minimized. The fitness of
an Exp is set to be equal to the lowest fitness of the subexpression, i.e., the best
subexpression in GEP expression Exp (see equation(5)).

f (Exp) =min( f (subExplil)) . )

2) Subexpression Library. The subexpression library maintains the substructures of
the best subexpression. The library is more like dynamic substructure library [8], but
there are several important features:

(1). The library is a collection of previously known best substructures which is the
subexpressions of best subexpression of selected GEP expression. The size of
library is an important parameter defining the subexpression library.

(i1). Through hypermutation and receptor editing, evolution play an important role in
maintaining the learnt behavior and the diversity of the library (see Fig 3).
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(iii). The subexpression is randomly selected for hypermutation or receptor editing
according to the required complexity (length).

(iv). The lower affinity, the bigger size the subexpression in library is, the more
probability is to be updated by new subexpression.

(v). All the unrepeated subexpression will be stored in form of K-expression.

Receptor editing

Selection

A

Antibodies _ |  Subexpression library

|

/ Best
v substructures

Clonal selection
using hypermutation

Fig. 3. Subexpression library in iGEP

3) Receptor Editing. The receptor editing process is to form new antibodies from
random subexpressions of gene library. Those antibodies will replace the lowest
affinity antibodies in order to enhance the learning ability of algorithm, and also
improve the diversity of the population. The following algorithm described the
process:

Step 1. [Initialization] Select randomly a function as the first symbol of the antibody
Ab, [=1.

Step 2. [Subexpression selection] A subexpression, which complexity [ is less than
the h - [,, is selected randomly from the gene library. Where & is the length of the
head.

Step 3. [Formation of new antibody] The selected subexpression is appended to the
AD, thus [,=1,+I;.

Step 4. [Algorithm iteration] If the current length of the antibody /, is less than #, then
go to Step 2. Otherwise, the algorithm terminates.

4) Cloning. The process of cloning and hypermutation of the antibody make the
population evolve so that the diversity of the population is maintained and the local
search ability of the algorithm is enhanced. The clonal proliferation is similar to that
of immunology, which is a simple process of propagating asexually, so that a group of
“good” genetically cells can be descended to the most possible extent. iGEP
algorithm uses almost the same control mechanisms (given by Equation (1)) as
CLONALG.

l

n, = round (’B n‘j 1<i<n, (6)
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Where, i is the index of current selected antibody, #n; is the number of clones gener-
ated, n. is the total number of antibodies selected in Step 5 of the algorithm, and B is a
constant, called clone factor, round(-) is the rounding function.

5) Hybrid Hypermutation. The antibodies generated by cloning are submitted to a
hypermutation procedure. The inverse proportionality of hypermutation ensures that
search space is expanded. But under the GEP genotype-phenotype mapping
mechanism does not guarantee that the levels of functional complexity in the
phenotype are also directly reflected in the genotype. Thus in order to enhance the
learning ability and locality search ability of iGEP algorithm, we design the following
two mutation operators.

Random mutating: using the same mutation strategy as GEP, the mutation process
is implemented by replacing some symbols of antibodies (GEP expressions) gener-
ated by cloning with some new randomly generated symbols belonging to the defined
function set or terminal set. This mutation maintained the diversity mechanism.

Subexpression mutation: this process will replace one symbol of an antibody with a
subexpression (subtree) selected from expression library. To complete the mutation,
the following rules are used.

(i). The selected symbol from antibody must be valid, that is, the symbol must be
one of the responding K-expression. In addition, the first symbol of the head can
not be selected to mutate.

(ii). Suppose that [ is the number of non-terminal in selected subexpression and /,, is
the length of the segment from mutated symbol to the end of the head. So [
should be less than or equal to ,,.

(iii). The last /; - 1 symbol of the head will be deleted.

(iv). The method of fitness computation of the offspring is the same as original GEP,
but the subexpression look as a terminal, whose value is checked from caching
subexpression.

To illustrate the process of hypermutation, let us consider expression (2) again. As-
sume that the mutation process selects symbol at position 2, 3, 5, and 6 to mutate and
then yields the following four expressions (the left expression is original and the right
is responding offspring):

01234567890123456 01234567890123456
*-/S.c.*.c.+. a.b.ab.aaabb. #- (DDS.c.*. c. a.b.ab.a.a.ab.b.
*-/8S.c.*.c.+. a.b.ab.aaab.b. #- [ (D@ec.*.c. ab.ab.a.a.ab.b. 7)
*,-/.S.c.*.c.+. ab.a.b.a.a.a.b.b. *-/.8.c. D@c. ab.ab.a.a.ab.b.
*-/.S.c.¥.c+. ab.ab.aaab.b. *-/8.c.*. OO ab.ab.a.aab.b.

Where, the symbol with grey shading will be submitted for mutation, the underlined
substring is head, and the digit is the number of subexpression selected from gene
library. The resulting offspring can correspondingly be mapped into the expression
tree shown in Fig 4. Grey filled nodes belong to the subtree mapped from the subex-
pression selected from gene library. It can be observed that the subtree from library is
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preserved and transmitted into the offspring. In addition, the selected subtrees are
more likely the subtree of the best subtree, thus we can conclude that the substructures
of the best GEP expression are transmitted.

TN PN
N ) (NN
o 9 e I\
" a b + a a b
N\ 8
c a ab
(@) ()

RN TN
N/

/ A\ / / \b [*\
i\ ° |"+\ °
ab ab

© (d)
Fig. 4. Illustration of subexpression mutation

6) Caching Subexpression. One of the major drawbacks of Genetic Programming,
including GEP, MEP and iGEP in this paper is the need for great computational
power. On the other hand Hypermutation in iGEP algorithm requires repeated evalua-
tion of the individuals too. When cloned antibodies are submitted for hypermutation,
some function symbols or variables will be replaced by subexpression (subtree) in
gene library. This means these subexpressions (encoded into subtrees) present in the
mutated antibodies will be computed. Caching these subexpressions in gene library
will provide an opportunity to improve the runtime efficiency of iGEP [15]. The im-
plementation makes use of an array, which will store cached evaluations of the sub-
trees. The subtree (looked as a terminal) in gene library will add a pointer to the array.
When a subexpression (subtree) presented in the cache is evaluated, the cached
evaluations will be used instead of re-evaluating the subexpression.

4 Experiments and Discussion

In order to examine the performance of iGEP, firstly three artificially structured sym-
bolic regression problems were employed as test problem and compared with GEP.
Later the algorithm was tested against four benchmark problems of the UCI
repository [16].
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4.1 Simple Symbolic Regression Problems

The simple symbolic regression problems (named T, T,, and T3) used for the
experiment are respectively shown as the following:

f(x)=x* +x>+x2+x ®
f(x)=3x"+2x-1 )
f(x)=4x*+3x>+2x*+x (10)

The general experiment settings are summarized as follows: the population size is 50;
the function set is selected as {+, -, *, /}; the terminal condition is that the maximum
number of generation is met or the precise of training is more than 0.99. Note that, for
problem T; and T,, the maximum of generation is set to 50, but for problem Tj, the
maximum of generation is set to 5000.

The remaining parameters of GEP algorithm are set as in Table 1, and iGEP are in
Table 2. Each experiment has been run for twenty times and the results were
averaged.

Two algorithms can obtain the optimal solution of problem T;, but GEP can find
the optimal solution to T, and T; 18 times in 20 and iGEP can find the solution every
run. The average times of evaluation of the two algorithms is given in Table 3. It can
be seen that the times of evaluation of iGEP are less than GEP, which shows iGEP
outperforms GEP in search ability.

Table 1. Parameters of GEP algorithm

Parameter Value

Length of head 6

Number of genes 3

Linking function +

Selection Roulette selection
One point crossover 0.3

two point crossover 0.3

Mutate probability 0.1

Table 2. Parameters of iGEP algorithm

Parameter Value
Length of head 18
Size of gene library 30
Selected best antibodies 5
Editing probability (p.) 0.4
Clone probability (p.) 0.4
Refresh probability (p,) 0.2
Clone factor () 10

Maximum Mutate probability 0.1
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Table 3. Average times of evaluation of GEP vs. iGEP

T, T, T
GEP 1525 1734 63916
iGEP 828 839 31328

For problem T, the best fitness value among all of the individuals was recorded at
every generation for all of the ten runs, and the average was plotted against the gen-
eration in Fig 5 for both GEP and iGEP. The curves show that generally in the very
early generations, both evolutionary processes experience a quick convergence in
their best fitness. However, iGEP seems to have comparably much higher fitness than
GEP for the same generation. This indicates that the iGEP outperforms in learning
ability.

4.2 Classification Tests

The algorithm presented so far was tested against four benchmark problems of the
UCT repository [16], which are Iris, Zoo, Win, and abalone.

The experiment settings are summarized as follows: the head length is 30; the
population size is 200; the maximum of generation is set to 2000; the function set is
selected as {+, -, *, /}; the terminal condition is that the maximum number of genera-
tion is met. The rest parameters are as same as in Table 1. As same as [10] we have

1.20E+00

8.00E-01 //— // -
6.00E-01 / /_H—”

4.00E-01 /f

2.00E-01 //

0.00E+00
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49

Best fitness

Generation

Fig. 5. The fitness convergence curves of GEP vs. iGEP for the problem T}

also applied the five-fold cross validation method for the testing of iris, zoo and wine,
and for abalone, the data are separated into two parts: the first 3133 cases as the train-
ing set and the remaining 1044 as the testing set. Finally, each experiment has been
repeated for ten independent runs and the results were averaged.
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Table 4 shows the optimization values. It can be observed that the behavior of the
proposed algorithm was considerably good as opposed to GEP algorithm presented in
ref. [10].

Table 4. Summary of the test results for iGEP vs.GEP

Average Best
Dataset iGEP GEP iGEP GEP
Tris 058+1.0 937+14 969+32  953%57
Zoo 939408  93.040.6  95.6+5.6  94.0+5.7
Wine 92.842.1  89.8428  959+40  93.3%37
Abalone 570437 50141 597430  53.6

4.3 Discussion

The experimental results have preliminarily validated the performance of iGEP. Since
coupling this clonal selection algorithm and gene library with GEP, iGEP improve the
evolvability and learning ability. Additionally, to some extent control mechanism to
create an appropriate balance between exploitation and exploration is introduced into
iGEP.

First, antibodies are defined as GEP expression, in order to take advantage of the
flexibility and power of exploring the entire search space. Second, the best subexpres-
sion of GEP expression is selected as the solution of the problem. This is different
from the standard GEP where the fitness of the individuals is give by its entire K-
expression. Additionally, Subexpression gene library is adopted in iGEP in order to
enhance the evolvability and the modularity learning ability and somewhat cover a
coarse-grain antigen space. What’s more, the hypermutation to mutate some cloned
individual using some segments of gene library was introduced in order to achieve
better exploitation and exploitation of the space.

5 Conclusions

GEP has been used to solve a huge variety of problems; however, in the term of
evolvability and learning capability, GEP is far from perfect. Also taking inspiration
from human immune system, in this paper we consider the approach to improve the
evolvability of GEP based on Artificial Immune Systems (AIS) and subexpression
learning. iGEP is expected to have the following features: the best subexpression of
GEP expression is selected as the solution of the problem, and some segments of gene
library are used for hypermutation and receptor editing. The algorithm is tested on
some benchmark problems of the UCI repository, and in terms of convergence rate
and computational efficiency the results show that iGEP outperforms the standard
GEP. Future research on iGEP will primarily focus on analyzing the emergency of
subexpression in iGEP and enhancing the learning capability in view of evolvability.

Acknowledgments. This work is supported by the Research Foundation for Out-
standing Young Teachers of China University of Geosciences (CUGQNL0644).
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Abstract. It has been taken for granted that long jumps of Cauchy
mutation in a fast evolutionary programming (FEP) increase the proba-
bility of finding a near-optimum when the distance between the current
search point and the optimum is large, but decrease the probability when
such distance is small [1]. By explicitly measuring the search step sizes,
this paper gives sound evidence that not long jumps but large variances
in Cauchy mutation have contributed to the better performance of FEP
than that of classical evolutionary programming (CEP). It has been dis-
covered that smaller step-size mutations among Cauchy mutations had
led to the faster convergence of FEP in some test functions, while these
helpful Cauchy mutations could actually have shorter search step sizes
than Gaussian mutations used in CEP. The reason that Cauchy mu-
tations could have shorter step sizes than Gaussian mutations is that
Cauchy mutations and Gaussian mutations could radically alter self-
adaptation in FEP and CEP. This paper further discusses the correlation
between mutations and self-adaptation in CEP and FEP.

1 Introduction

Evolutionary programming (EP) [2,3] is a population-based generate-and-test
algorithms that use mutations only to generate new solutions. The generating
process of an offspring mutated from a parent is controlled completely by the
search bias of a mutation that consists of its step size and search directions.

The step size is crucial for the performance of a search operator [1,4]. Dif-
ferent search operators often have different step sizes, and thus are appropriate
for different problems as well as different evolutionary search stages for a single
problem. Since the global optimum is generally unknown in real world appli-
cations, it is impossible to know a priori what step sizes should be applied in
an EP. Self-adaptation was therefore adopted in EP with Gaussian mutation in
which strategy parameters are encoded and evolved together with each individ-
ual [3]. Through evolving strategy parameters, the step sizes could therefore be
controlled in EP.

Since a step size is actually a product of the strategy parameter and the ab-
solute value of the random value generated from its random distribution in one
dimensional case, the step size is also controlled by the distributions of ran-
dom numbers used in the mutations. Different random distributions lead to the
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different step sizes in mutations. For example, for a Gaussian mutation using
Gaussian random number with standard deviation 1 and a Cauchy mutation ap-
plying Cauchy random number with the scale parameter 1, the Cauchy mutations
tend to have larger average mutation steps than those of Gaussian mutations
when the strategy parameter is the same. The relationship between the search
step size and the probability of finding a global optimum had been explored, and
a fast EP using Cauchy mutations had been proposed in [1].

It is important to design more efficient EP. However, it might be more im-
portant to understand why and how mutations have worked. It had been stated
in [1] that long jumps of Cauchy mutation in a fast evolutionary programming
(FEP) increase the probability of finding a near-optimum when the distance
between the current search point and the optimum is large, but decrease the
probability when such distance is small. However, no explicit measurement of
Cauchy mutation step sizes had been given in [1]. When the mutation step sizes
depend also on the strategy parameter, it would be unclear how much Cauchy
mutation step sizes could be longer than Gaussian mutation step sizes if the
strategy parameters might be changed differently in FEP and CEP. If the strat-
egy parameters would be much smaller in FEP, step sizes of Cauchy mutations in
FEP might be shorter than than those of Gaussian mutations in CEP. Even for
the same strategy parameter, some mutations among Cauchy mutations could
have long jumps, while others could have relatively short jumps. When not all
Cauchy mutations have made contributions to the evolution, it is also unclear
whether long jumps or short jumps among all Cauchy mutations have actually
led to the evolution. This paper firstly addresses these two unsolved issues by
observing how mutation step sizes change in the evolution.

Another issue to be dealt with in this paper is how different mutations and
self-adaptation would affect each other. It was assumed in [1] that different
mutations in FEP and EP would not have altered self-adaptation much when no
any explicit change has been made in self-adaptation. However, such assumption
turns out not to be true. This paper shows how significantly they two would affect
each other by examining the changes of strategy parameter values.

The rest of this paper is organized as follows. Section 2 describes the major
steps of CEP and FEP discussed in this paper. Section 3 presents the experi-
mental results and discussions on mutation step sizes and correlation between
different mutations and self-adaptation. Finally, Section 4 concludes with some
remarks and future research directions.

2 Function Optimization by Evolutionary Programming

A global minimization problem can be formalized as a pair (S, f), where S C R™
is a bounded set on R™ and f : .S — R is an n-dimensional real-valued function.
The problem is to find a point X, € S such that f(x,:,) is a global minimum
on S. More specifically, it is required to find an X,,;, € S such that

Vx €S f(xmin) < f(%),
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where f does not need to be continuous but it must be bounded. This paper
only considers unconstrained function optimization.

According to the description by Béck and Schwefel [3,1], CEP for function
optimization is implemented as follows:

1. Generate the initial population of y individuals, and set k£ = 1. Each individ-
ual is taken as a pair of real-valued vectors, (x;,1;), Vi € {1,---,u}, where
x;’s are objective variables and 7);’s are standard deviations for Gaussian
mutations (also known as strategy parameters in self-adaptive evolutionary
algorithms).

2. Evaluate the fitness score for each individual (x;,7;), Vi € {1,---, u}, of the
population based on the objective function, f(x;).

3. Each parent (x;,7;), i = 1,---, u, creates a single offspring (x;’,7;") by: for
j=1,---,n,

ni'(7) = ni(4) exp(v'N(0,1) + 7NN;(0,1)) (1)
i’ (7) = xi(§) + ni(5)N;(0, 1), (2)

where x;(5), x;'(4), n:(4) and 1;'(j) denote the j-th component of the vectors
x;i, X;', n; and 7;’, respectively. N(0,1) denotes a normally distributed one-
dimensional random number with mean 0 and standard deviation 1. N;(0, 1)
indicates that the random number is generated ariew for each value of j. The
factors 7 and 7/ are commonly set to ( 2\/ﬁ> and (v2n )71 [3].

4. Calculate the fitness of each offspring (x;’,n;"), Vi € {1,---, u}.

5. Conduct pairwise comparison over the union of parents (x;,7;) and offspring
(xi',mi"), Vi € {1,---, u}. For each individual, ¢ opponents are chosen uni-
formly at random from all the parents and offspring. For each comparison, if
the individual’s fitness is no larger than the opponent’s, it receives a “win.”

6. Select the p individuals out of (x;,7;) and (x;',n;), Vi € {1,---,u}, that
have the most wins to be parents of the next generation.

7. Stop if the halting criterion is satisfied; otherwise, k = k+1 and go to Step 3.

FEP discussed in this paper is exactly the same as the CEP described in
except for Eq.(2) which is replaced by the following [1]:

i’ (7) = i () + n0:(5)8;, (3)
where ¢; is a Cauchy random variable with the scale parameter ¢ = 1, and is
generated anew for each value of j. It is worth indicating that we leave Eq.(1)
unchanged in FEP in order to keep our modification of CEP to a minimum. It

is also easy to investigate the impact of the Cauchy mutation on EP when other
parameters are kept the same.

3 Experimental Studies

3.1 Benchmark Functions and Experimental Setup

Twenty-three benchmark functions used in [2,3,1] were tested in our experimen-
tal studies. Among the twenty-three benchmark functions, there are unimodal
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Table 1. The six benchmark functions used in our experimental study, where n is the
dimension of the function, fm:n is the minimum value of the function, and S C R"

Test function n S fmin
filz) =" 27 30 [-100,100]" O
fo(@) = 200 il + TTiy |l 30 [-10,10]" 0
fa(@) =20 (3, 25)? 30 [-100,100]" 0
fo(z) =37 [x7 — 10cos(2mz;) + 10)] 30 [-5.12,5.12] 0O
fio(x) = —20exp (—0.2, /250, xf) —exp (£ Y0 cos2mz;) 30 [-32,32]" 0
+20+e
fra(e) = 12 S0 a2 — I, cos (””—) 1 30 [~600,600]" 0

functions f; to f7, multimodal functions fg to fi3 with many local minima, and
low-dimensional multimodal functions fi4 to fo3 with a few local minima. Be-
cause of page limits, only the results of the six functions among the twenty-three
functions listed in Table 1 had been included in this paper.

In all experiments, the same self-adaptive method (i.e., Eq.(1)), the same pop-
ulation size p = 100, the same tournament size ¢ = 10 for selection, the same
initial n = 3.0, the same lower bound 0.001 for n, and the same in initial popu-
lation were used for both CEP and FEP. The initial population was generated
uniformly at random in the specified ranges in each test function. as specified in
Table 1.

3.2 Performance Comparison

The results of mean of best solutions of 50 independent runs of CEP and FEP
at generation 2000 are summarized in Table 2. For unimodal functions, CEP
outperformed FEP on f; and f,, while FEP achieved better results on f;. FEP
had displayed much better results than CEP on multimodal functions fg, fio,
and f11.

Figure 1 apparently shows that that FEP performs better than CEP in terms
of convergence rate although CEP’s final results were better than FEP’s for
unimodal functions f; and fo. Function f; is the simple sphere model studied
by many researchers. In the beginning of evolution in f;, FEP dispays a faster
convergence rate than CEP due to its better global search ability. It quickly
approaches the neighborhood of the global optimum and reaches approximately
0.001 in around 1200 generations, while CEP can only reach approximately 0.01.

Table 2. Comparison between CEP and FEP on the results of the mean best function
values found at generation 2000 over 50 runs

fi fo |fs fo |fio |fun
CEF|2.9 x 107°[0.022[244.01|85.79|7.758]0.117
FEP|2.8 x 107%[0.067[129.2 [1.76 [0.013[0.021
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After that, FEP’s convergence rate reduces substantially, while CEP maintains
a nearly constant convergence rate throughout the evolution. Finally, CEP over-
takes FEP at around 1350th generation. For multimodal functions, although
CEP improved faster at early evolution for fo and f19, CEP appears to be-
come trapped in poor local optima and unable to escape from them since then.
In contrast, FEP performs significantly better than CEP consistently for these
multimodal functions.

3.3 Correlation between Mutations and Self-adaptation

The results given in Section 3.2 had been reported in [1]. The reason given for
the better performance of FEP in [1] is that long jumps of Cauchy mutation in a
fast evolutionary programming (FEP) increase the probability of finding a near-
optimum when the distance between the current search point and the optimum
is large. By explicitly measuring the search step sizes, this Section gives sound
evidences that not long jumps but large variances in Cauchy mutation have
contributed to the better performance of FEP.

Let SS, WS, and FS denote the average of step sizes over all mutations,
winning mutations, and failing mutations at each generation, respectively. Win-
ning mutations include those mutations that generate offspring having smaller
function values than their parents, while failing mutations consist of the rest mu-
tations that generate offspring having no less function values than their parents.
Figure 2 shows the evolution process of the average step sizes of all mutations,
winning mutations, and failing mutations from 50 runs for CEP and FEP. It is
obvious that the average step sizes of failing mutations are close to the aver-
age of all mutations for both Gaussian and Cauchy mutations. In contrast, the
average step sizes of winning mutations are much smaller. Although the aver-
age step sizes FEP_SS of Cauchy mutations are generally larger than CEP_SS
through the evolution in optimizing all six functions, it is surprised that the
average step sizes FEP_WS of winning Cauchy mutations could even be smaller
than EP_WS of winning Gaussian mutation in functions f1, f3, and f11. Such a
fact looks contradict to the analytical result that FEP’s long jumps increase the
probability of finding a near-optimum when the distance between the current
search point and the optimum is large, but decrease the probability when such
distance is small. It should be borne in mind that such an analytical result is
obtained in minimization of one-dimensional functions. It might not be applied
to multi-dimensional functions when changes in different dimensions could eas-
ily affect and conflict each others in function values. There is no such a conflict
in optimizing one-dimensional functions. Actually, the improving probability of
FEP’s long jumps is much smaller than that of CEP’s short jumps.

It should be noted that only the winning mutations are helpful at most time of
evolution. Although the offspring from failing mutations could possibly survive
in EP with random competition selection, only offspring from winning muta-
tions could be selected to the next generation in evolution strategies [3]. While
the averge winning step sizes FEP_WS of Cauchy mutations are smaller than
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those of Gaussian mutations in minimizing f1, fs, and fi11, the winning Cauchy
mutations have larger step sizes for the rest three functions. Such a difference
among FEP_WS is caused by the different changes in self-adaptation for different
mutations and different functions as well. Figure 3 displays the evolution process
of the average of the values of 7 in self-adaptation from 50 for CEP and FEP.
It is clear that 1 in FEP is smaller than its value in CEP for f3 and f11, and
larger than its value in CEP for fy. For other three functions, the values of 7 in
CEP and FEP are mixed. Generally speaking, the winning mutation step sizes
are smaller when 7 is smaller. The 1 and the winning mutation step sizes WS
follow the same trend in Figures 2 and 3.

4 Conclusions

The purpose of this paper is not to show whether FEP could perform better
than CEP, but discover why FEP had achieved the better results than CEP.
Not the long jumps but large variances in Cauchy mutations have made FEP
more powerful although those successful Cauchy mutations could have shorter
jumps at average.

This paper also made another discovery of correlation between mutations
and self-adaptation in CEP and FEP. Compared to the self-adaptation of 7 in
CEP, n tends to decrease faster in FEP for unimodal functions, while it might
decrease slower in FEP for multimodal functions. Therefore, the winning Cauchy
mutations could have relatively large or small step sizes on minimizing different
functions. It is possible that the average step sizes of successful Cauchy mutations
could be much smaller.
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Abstract. For the evolutionary algorithm, the representation of the electronic
circuit has two methods, one kind is code with the electronic circuit solution
space, the other is code with the problem space. How weighs one representation
quality may think the following questions? The first is the code method should as
far as possible complete, it is say for the significance solution circuit or the op-
timize solution obtains in the problem space may represented by this code
method. The second is the code method should speeds up the convergence speed
of the algorithm search. The hardware representation methods mainly include
binary bit string representation, tree representation, Cartesian Genetic Pro-
gramming representation and other representations. In this paper, we will
introduce the representations of the binary bit string and Cartesian Genetic Pro-
gramming in detail, then give some examples of the two representations.

1 Introduction

Evolutionary Electronics[1-5] applies the concepts of genetic algorithms to the evolu-
tion of electronic circuits. The main idea behind this research field is that each possible
electronic circuit can be represented as an individual or a chromosome of an evolu-
tionary process, which performs standard genetic operations over the circuits. Due to
the broad scope of the area, researchers have been focusing on different problems, such
as Field Programmable Gate Array (FPGA) mapping [6], optimization of combina-
tional and sequential digital circuits [7], synthesis of digital circuits [8], synthesis of
operational amplifiers, transistor size optimization and so on.

Of great relevance are the works focusing on “intrinsic” hardware evolution in
which fitness evaluation is performed in silicon, allowing a higher degree of explora-
tion of the physical properties of the medium. This particular area is frequently called
Evolvable Hardware, though this terminology may also be used in a broader sense.
Now the research of the evolvable hardware lies in the hardware representation and the
concrete example, not the algorithm, so the hardware representation and code is the
most important research contents. No matter is carries on the electronic circuit design
and optimize using the evolvable hardware, or carries on the evolvable hardware re-
search, the basic problems are the domain knowledge and hardware representation. For
the evolutionary algorithm, the representation of the electronic circuit has two methods,
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one kind is code with the electronic circuit solution space, the other is code with the
problem space. How weighs one representation quality may think the following ques-
tions? The first is the code method should as far as possible complete, it is say for the
significance solution circuit or the optimize solution obtains in the problem space may
represented by this code method. The second is the code method should speeds up the
convergence speed of the algorithm search.

The hardware representation methods mainly include binary bit string representa-
tion, tree representation, Cartesian Genetic Programming representation and other
representations. In this paper, we will introduce the representations of the binary bit
string and Cartesian Genetic Programming in detail, then give some examples of the
two representations.

2 Binary Bit String Representation

2.1 Concept of Binary Bit String Representation

Programming Logic Device (PLDs) are hardware devices of which architecture can be
determined by downloading a binary bit string, called architecture bits. Architecture
bits are the compilation result from higher level of hardware description such as boo-
lean functions and truth tables. On the other hand, GAs are robust search algorithms
where multiple chromosomes (usually represented as a binary bit string) are used to
find better solutions.

The basic idea of EHW [9]is to regard the architecture bits of PLDs as chromosomes
of GAs and to find out better hardware structure by GAs, as shown in Figure 1. Once a
good chromosome is found by GAs, it is downloaded into PLDs on the spot. A PLD
consists of logic cells and a fuse array. A logic cell can realize some logic functions and
one of the functions is selected by specifying a bit string. In other words, the logic cell's
function is programmable.

Inputs
12 I_DC

Output

fuse array Logic cell

Fig. 1. A simplified PLD(Programmable Logic Device) structure
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Fuse array determines the interconnection between external inputs and logic cells. It
actually generates AND-term signals by specifying the switches on the fuse array. For
example, in Figure 2, the black dots on the fuse array indicate that external inputs are
connected with a line of the fuse array. The switch setting on the first row of Figure 2
indicates that I0 and 12 are entered into the first row, generating a AND-term, 10, 12.
Similarly, I1 is generated on the second row. These AND-terms then enters into the logic
cell of which function is chosen to be an OR gate. Notice that such switch setting are also
regarded as a binary bit string. Thus, both of the fuse array and logic cell functions are
controlled by a binary string. The key idea of EHW is to regard such a binary bit string as
chromosome of GAs and find out the best hardware structure by GAs.

There are some research work on EHW was directly focused on the architecture
bits[9]; bits for fuse array and bits for logic cells are regarded as genotype. Although
this genotype representation is straightforward, the researchers succeeded in hardware
evolution of both combinatorial logic circuits and sequential logic. However, this
genotype representation has inherent limitations, since the fuse array bits are fully
included in the genotype even in the case that only a few bits are effective. This causes
the increase of the chromosome length, increasing the GA execution time.

FO
F1
P2
F3

=
“o —_— — vo v1 Output
QEEo lﬁ vo=-X0+X0XIX2X3 %

r Chromosome Y1=X0X1X2X3+X0X3

0100000010 1001011010 1001100101 1000000101}

Fig. 2. Chromosome of PLD

2.2 Algorithm Based on Binary Bit String Representation

2.2.1 Modeling for Circuit Representation

For this representation we design the algorithm, in our algorithm, the AND-gate array
with M column and K row, the OR-gate array with N column and K row, then in the
model have two array with MxK and NxK, the length of the chromosome will be
calculate by this equation:

Length= (2xM+N) xK (1)

In here, we give a example, for a circuit with four input and one output. With our
model, the length of the chromosome is 36, the initial bit-string with constraints: in the
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bit-string the two adjoin bits will not be one in the same time. For the following indi-
vidual, the red denotes the OR-gate.

Individual: 010010101101010000001001010010001101

For this individual we can know the logic function is: F=ACD+AE 5 and the circuit
struction is like fig..

6‘“5_- 010010101101015&!]]]100101001000110)

A

F=tCTHAC D,

1 5
-y

Fig. 3. Circuit and Logic Expression

2.2.2 Individual Evaluate and Operator Design

In the algorithm, the most important is the fittness function, because only the fittness
function can define the individual good or bad, so in our algorithm, we describe the
fittness function like this: we can get the logic function from the bit-string and detect
the function maybe fit the truth table, then calculate the gates number of the corre-
sponding logic circuit, the gates number more little and the fittness value more best.
The whole process is like this: According the chromosome bit-string, we can get a logic
function expression, we can put the values in the truth table into the expression and
calculate a value. If the value is equal to the output then we know the individual is the
right individual. If the input variant have four: A, B. C. D, then we can statistic the
number of using the four variants A, B, C. D and the number of using the logic
gates. In the evolution process, we must maintain the individual, which has fewer
variants, logic gates and can Satisfies the function.

In our algorithm, we deign the genetic operator according the circuit function. The
crossover method we use the two-position crossover and the mutation we use one point
mutation. The length of the chromosome is 36 bit, the process of crossover operation
like following:

Individual 1 : 100001010101010011100010101010000001
Individual 2 : 001010000010001101011001001100110000

In the crossover, we select two number: m and n in random, in here m<36 n<36.
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If m<n, we exchange the string from n to m in individual 1 and individual 2, then
generate the two new individuals.

New individual 1 : 100001000010001101100010101010000001
New individual 2 : 001010010101010011011001001100110000

The mutation operation like the crossover, the step is following:

individual : 100001010101010011100010101010000001
generate the number m in random, in here m<36.
For this operation, we will find the value a according the point m and do the opera-
tion 1-a, the new individual is like this:

New individual : 100001010001010011100010101010000001

2.2.3 Algorithm Framework
begin
{

Generate the population of the individual PopSize P(0),
t=0;

Calculate the fitness values of the individuals;
while (< Max-generation) Do

{
do the genetic operation with the individual;

according the fitness value and selection
stratigy calculate the selection probability P, and the
crossover probability P, of the individuals;

do the crossover operation according to the P, and
calculate the child individual fitness value, if the
fitness value is better then the child population replace
the parent individual and update the population;

do the mutation operation according to the P, to
select N1 (Nl<Popsize)individual, and calculate the fitness
value, 1if the fitness value 1is better then the child
population replace the parent individual and update the
population;

generate the new population P(t+1);
t=t+1 ;
}
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2.2.4 Experiment Result

For the model and the operator, we test our algorithm use the following example. In
here the PLD model is four input and one output, and the test function is ture-table, the
input is: A, B, C, D and the output is F.

Table 1. Ture-table of the problem

_| =] = =] = === oo o|o|o|o|o|of
— == = o|lo|o|=|=|~=|~|c|lo|o|o|lw
== o|o|=|=|o|o|~=|—=|co|o|—=|—=|o|ola
—|o|=|o|=|o|l=|lo|—|o|~|o|~|lo|l~lclg
== == = oo oo o|o|o|o| ool 1

According to the ture-table, we use our algorithm design the circuit, the parameters
for the algorithm are as Table 2.

Table 2. The parameters for the algorithm

Number of generations 1000
Population Size 100
Mutation rate 0.003
Crossover rate 0.08
Selection range 100

In the table is the experiment results:

From the experiment results, we can know use the algorithm design circuit can get
different design scheme, and can verify our algorithm is effective for the problem of
circuit design.
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Table 3. Experiment results

Individual string Number of thd Number  offNumber off
result Gate Variant
100010000101000001101010001100010001 16 4 3
100010101101000000100010001101000000 16 4 4
101001001100010001101010000101010000 16 5 4
101001101100010001100010001101000001 16 6 5
010100100100010001101000101101010100 15 21 4
101000011100010101001010100100110011 15 21 6
100000001101010101101010101101010101 14 21 4
100000001101010101101010101100101011 14 21 7

3 Cartesian Genetic Programming Representation

3.1 Concept of Cartesian Genetic Programming Representation

In our algorithm, the chromosome representation we use Cartesian Genetic Program-
ming, which is proposed by Miller[10]. CGP is Cartesian in the sense that the method
considers a grid of nodes that are addressed in a Cartesian coordinate system. In the
CGP the genotype is represented as a list of integers that are mapped to directed graphs
rather than trees. One motivation for this is that it uses graphs which are more general
than trees. In CGP the genotypes are of fixed length but the phenotypes are of variable
length according to the number of unexpressed genes. This representation is based on
the FPGA of Xilinx Virtex-II. The starting point in this technique is to consider, for
each potential design, a geometry (of a fixed size array) of uncommitted logic cells that
exist between a set of desired inputs and outputs. The uncommitted logic cells are
typical of the resource provided on the Xilinx FPGA part under consideration. An
uncommitted logic cell refers to a two-input, single-output logic module with no fixed
functionality. The functionality may then be chosen, at the implementation time, to be
any two input variable logic function. In this technique, a chromosome is defined as a
set of interconnections and gate level functionality for these cells from outputs back
toward the inputs based upon a numbered rectangular grid of the cells themselves, as in
Fig. 4. The inputs that are made available are logic ‘0’, logic ‘1°, all primary inputs and
primary inputs inverted. To illustrate this consider a 3 x 3 array of logic cells between
two required primary inputs and two required outputs.

The inputs O and 1 are standard within the chromosome, and represent the fixed
values, logic ‘0’ and logic ‘1’ respectively. The inputs (two in this case) are numbered 2
and 3, with 2 being the most significant. The lines 4 and 5 represent the inverted inputs
2 and 3 respectively. The logic cells which form the array are numbered column-wise
from 6 to 14. The outputs are numbered 13 and 11, meaning that the most significant



74 X. Yan et al.
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Fig. 4. A 3 x 3 geometry of uncommitted logic cells with inputs, outputs and netlist numbering

output is connected to the output of cell 13 and the least significant output is connected
to the output of cell 11. These integer values, whilst denoting the physical location of
each input, cell or output within the structure, now also represent connections or routes
between the various points. In other words, this numbering system may be used to
define a netlist for any combinational circuit. Thus, a chromosome is merely a list of
these integer values, where the position on the list tells us the cell or output which is
being referred to, while the value tells us the connection (of cell or input) to which that
point is connected, and the cells functionality.

Each of the logic cells is capable of assuming the functionality of any two-input logic
gate, or, alternatively a 2-1 multiplexer (MUX) with single control input. In the ge-
ometry shown in Fig. 5. a sample chromosome is shown below:

02-1 13-5 243 08-10 784 6119 64-0 217 13 1l

Fig. 5. A typical netlist chromosome for the 3 x 3 geometry of Fig.1

Notice, in this arrangement that the chromosome is split up into groups of three in-
tegers. The first two values relate to the connections of the two inputs to the gate or
MUX. The third value may either be positive - in which case it is taken to represent the
control input of a MUX - or negative - in which case it is taken to represent a two-input
gate, where the modulus of the number indicates the function according to Table 1
below. The first input to the cell is called A and the second input called B for conven-
ience. For the logic operations, the C language symbols are used: (i) & for AND, (ii) |
for OR, (iii) ” for exclusive-OR, and (iv) ! for NOT. There are only 12 entries on this
table out of a possible 16 as 4 of the combinations: (i) all zeroes, (ii) all ones, (iii) input
A passed straight through, and (iv) input B passed straight through are considered
trivial - because these are already included among the possible input combinations, and
they do not affect subsequent network connections in cascade.

This means that the first cell with output number 6 and characterised by the triple {0,
2, -1} has it’s a input connected to ‘0’, its B input connected to input 2, and since the
third value is -1, the cell is an AND gate (thus in this case always produces a logical
output of 0). Picking out the cell who’s output is labelled 9, which is characterised by
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the triple {2, 6, 7}, it can be seen that its A input is connected to input 2 and its B input
is connected to the output of cell 6, while since the third number is positive the cell is a
MUX with control input connected to the output of cell 7.

3.2 Algorithm Based on Cartesian Genetic Programming

3.2.1 Genetic Operation

Mutation Operation: In this algorithm, the mutation operate is for the triple, each or
some of the gene in the triple do the mutate, the mutation probability is 0.7, that is to
say, each triple do the mutate with this probability and the mutation domain is 20.

Crossover Operation: Select the fittest individual being the parent for the next gen-
eration in the population. Each other individual do the crossover operate with this
parent.

Fitness Measure: The test of whether the evolved circuits perform the desired logic
translation of inputs to outputs is achieved by running all test inputs through the net-
work, and compared the results with the desired functionality in a bit-wise fashion. A
PLA file (truth table) contains the target function, and this is used as a basis for com-
parison. The percentage of total correct outputs in response to appropriate inputs is then
used as the fitness measure for the genetic algorithm. In other words, the nearer the
evolved circuit comes to performing with desired functionality, the fitter it is deemed to
be. In our algorithm we uses this method: comparing all the outputs of a individual with
the desired outputs. For a set of input in the true table, if there is one bit which belongs
to the outputs of the circuit individual, different to the desired value, though deemed the
circuit functionality useless for this input. When total outputs are equal to the desired
outputs, then the fitness value added 1.

3.2.2 Algorithm Framework

Our algorithm through populations evolution to get the fittest solution, in the evolu-
tionary process, we use the genetic operation to guarantee the individual diversity in the
population, thus enables the population to be able rapid convergence. The electric
circuit automation designs problem has it’s particularity, compared with other opti-
mized problem the different place for the electric circuit automation design lies in the
ultimate objective is explicit which is to get the circuit solution, in this circuit the output
of a individual fit the true table value. For this idea, we design our algorithm like
following:

Step 1: random generation of the initial populations P10
and initial the counter t=0;

Step 2: select the individuals from populations according
to the fitness value and crossover with these individuals
to get the new individuals Q;

Step 3: for the new individuals use the mutation operator
according to probability to generate the new population Pt;
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Step 4: t=t+1;

Step 5: if the terminate conditions satisfied turn to step
6, else turn to step 2;

Step 6: output the new population Pt;

From the framework with our algorithm, it is show this algorithm has guaranteed the
population's diversity and causes the population not to trap into the local optima.

3.2.3 Experiment Results

This section shows the implementation of our experiment case two-bit full adder. The
parameters for the algorithm are as Table 2.

Table 4. The parameters for the algorithm

Number of generations 2000
Population Size 30
Chromosome length 39
Mutation rate 0.7
One-point recombination rate 1.0
Selection range 100

A two-bit full adder, with a truth table with 5 inputs and 3 outputs. In this case, Our
algorithm use small geometry to find the fully functional solutions, .the matrix has a
size of 3x3. The resulting circuits as shown in Fig. 6. From the figures we know it is a
gratifying result to obtain as it is clear that this design is an optimum solution.

T 1
0 d ) 1 Output 1

1

Input 1 r;cl}—n—i TD_ r(.‘lulpul ?

Input 2

Output 3

Input 3

Input 4

Input 5

!nput 1

!nput 2

nput 3

!input 4

nput §

Fig. 6. The evolved optimum two-bit full adder circuit
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4 Conclusion

Evolutionary Electronics applies the concepts of genetic algorithms to the evolution of
electronic circuits. The main idea behind this research field is that each possible elec-
tronic circuit can be represented as an individual or a chromosome of an evolutionary
process, which performs standard genetic operations over the circuits. In this paper we
proposed a new means for designing electronic circuits given a set of logic gates. The
final circuit is optimized in terms of complexity (with the minimum number of gates).
For the case studies this means has proved to be efficient, experiments results show that
we have attained the better results.
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Abstract. A novel particle swarm optimization algorithm CEOPSO (Con-
strained Engineering Optimization via Particle Swarm Optimization) is pro-
posed for solving the constrained engineering design optimization problems in
this paper. In CEOPSO, a new constraint handling mechanism with three rules
of & comparison technique is introduced to keep a certain proportion of infeasi-
ble individuals in the population during the iterations of PSO since some infea-
sible individuals that have better fitness values maybe promising. In addition,
we present an improved doubly-link ring neighbourhood structure and a BLX-a
combination method to prevent the search from being trapped into local min-
ima. Computational results based on several well-known constrained engineer-
ing design problems show that the proposed CEOPSO algorithm performs
better than the other recent approaches reported in the literature and demon-
strate the robustness and competitiveness of CEOPSO.

Keywords: Swarm intelligence, Local PSO, Constraint handling.

1 Introduction

Constrained optimization problems, especially nonlinear optimization problems in
which the objective function is minimized under some given constraints, are defined
as the follows:

Minimize fiX), X = {x}, %, ... x,} €K’ (1)
subject to:

g{(X)=0, i=1,2,...,p 2)

hi(X)=0, j=12,...,m 3)

deSxng, d=1,2,...,n 4)
where X = {x, x5, ..., Xx,,} is an n dimensional position vector, f{X) is an objective

function, g(X) < 0 is p inequality constraints, /(X) = 0 is m equality constraints re-
spectively. Values x’ and x! are the lower and upper boundaries of x; respectively.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 79-88, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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As equality constraints are difficult to be tackled in the optimization problems, a
commonly used method is to transform the equality constraints into inequality ones
based on the following inequality:

lhi(x)l - 0 <0, j=L2,...m 5)

where 0 serves as a tolerance is a very small positive value.

Until now, the approaches for solving constrained optimization problems can be
roughly classified into three categories in general. They are penalty, repair and tour-
nament selection methods, respectively. The penalty method adds a penalty to the
objective function to transform the constraint optimum problem to unconstraint prob-
lem [1]. Repair method applies operators to move an infeasible solution closer to the
feasible space of solutions [2]. And the tournament selection method is based on the
idea that any individual in a constrained search space must first comply with the con-
straints and then with the function value [3]. In recent years, many evolutionary algo-
rithms have been proposed for solving constrained engineering optimization problems
[4-8]. Especially, particle swarm optimization (PSO) algorithm as one of the recent
meta-heuristics has gained increasing attention in tackling complex constrained opti-
mization problems. PSO is a population-based stochastic optimization algorithm,
firstly introduced by Kennedy and Eberhart in 1995 [9]. Nowadays many evolution
strategies are incorporated into PSO algorithm for tackling constrain engineering
optimization problems, such as struggle selection method [10], addition of ranking
method [11], co-evolutionary PSO approach [12] and so on [13-15].

In this paper, we present a novel approach based on PSO algorithm to solve the
constrained engineering design optimization problems. Some strategies including an
improved doubly-link ring neighbourhood structure and a BLX-a combination
method are used to prevent PSO from being premature convergence. Moreover, we
also propose a new constraint handling mechanism to explore some promising search
space on the boundary between the feasible and the infeasible regions.

This paper is organized as follows: details of global and local PSO are described in
Section 2. In Section 3, we discuss three key components of CEOPSO. Simulation
results and comparisons with previously reported results are presented in Section 4.
Finally, this paper ends with some conclusions and future works in Section 5.

2 Global and Local PSO

In global PSO, all the particles in the swarm search the real valued n-dimensional
search space for finding the optimum position. The searching procedures are iterative,
and the position and velocity are used to explore and exploit the optimum solution in

the search space. At any time 7, each particle knows its current position x; and re-
. .y t . .
members its personal best position x;pp,,, until now. Moreover, every member in the

flock knows the global best position x{,,, Which represents the best particle in flock.

The velocity v/*' of particle i can be calculated according to the following equation:

1
V= W]+ (il = ) + €0 (X~ X)) ©)

1
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where c; and c, are constants called acceleration coefficients, the parameters r; and r,
are two independent random numbers in the interval [0, 1]. The parameter w is called
inertia weight. Then, the position x!*' of particle i is updated in each generation as
shown bellow:

xt= x4 v @)

In local PSO, the leader of local PSO which is denoted as xi;p,,, is the best member
of a flock neighbourhood. So, instead of equation (6), the velocity of particle i in local
PSO can be computed as follows:

1 t ! ! !
Vit = wvl 4 e 1 (Xipgeg - X1 ) + Ca 12 (Xippog - Xi ) ®)

i

3 Particle Swarm Optimization for CEOPSO

3.1 Improved Doubly-Linked Ring Neighbourhood Structure

The ring doubly-linked neighbourhood structure is composed of N bidirectional search
particles where each particle is assigned to a permanent label used to construct
neighbourhoods. The ring neighbourhood structure must be linked end to end, such as
particle 1 and particle N, which are immediate neighbours. The doubly-linked list is
generally composed by n neighbours and size 7 is 2 as shown in Fig. 1-a. For example,
particle i has 2 neighbours: particle i+1 and particle i-1, and the best particle among the
three particles i-1, i, i+1 is the local best LBest in neighbourhood of particle i.

(a) Doubly-linked (n=2) (b) Improved doubly-linked (n=4)

Fig. 1. Ring doubly-linked neighborhood structure

We propose an improved doubly-linked list of ring neighbourhood structure in or-
der to promote communication among neighbourhoods and obtain more precise local
information than those of ring doubly-linked neighbourhood structure (n=2). The
neighbourhood size n is set to 4 in the new neighbourhood structure which is shown
in Fig. 1-b. Here, particle i has 4 neighbors: particle i+1, particle i+2, particle i-1 and
particle i-2. The details of this new neighbourhood structure can be explained as fol-
lows. Suppose that particle 1 is the best of particle 2’s neighbourhood since particle 2
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has particle 1, particle N, particle 3 and particle 4 as neighbors. Then, particle 2 is
attracted by particle 1. Simultaneously, particle 2 is the leader in the neighbourhood
of particle 3 whose neighbourhood includes particles 1-5. So, particle 3 is directly
pulled by particle 2 and is influenced indirectly by particle 1. Similarly, the other
particles in the swarm evolve in the same way. Finally, such a neighbourhood struc-
ture makes the entire search procedure explore and exploit towards the best position
in the search space.

3.2 Constraint Handling Mechanism

CEOPSO converts the constrained optimization problem into a bi-objective optimiza-
tion problem including the minimal fitness function Fitmess(x) and constraint violation
function ®(x). The constraint violation function ®(x) is defined as the accumulative
sum of the constraint violation, which is composed of the violation of both inequality
and equality constraint conditions, shown as equation (9). Clearly, moving the particles
towards the feasible region is equivalent to optimize the bi-objective problem of free
constraint.

®(x) = imax{O,gi(x)}+imax{0,l h,(x)1-5) )

i=1 J=1

The popular tournament selection rules for local best LBest or personal best individual
PBest in search space are as follows: (1) Given two feasible particles, pick the one
with better fitness function value;(2) If both particles are infeasible, pick the particles
with the lowest constraint violation value of ®(x); (3) From a pair of feasible and
infeasible particles, pick the feasible one.

For general constrained optimization problem, some infeasible individuals maybe
exist near the global optimum and hold good fitness values. Although they are infea-
sible in current iteration, further operations maybe make them to create new feasible
offspring with better fitness value. To some extent, it is helpful for the optimization to
keep one small part of infeasible but good individuals. Thus, we propose a constant &
as the constraint violation tolerance near boundary margin of feasible region and
infeasible region in the propose PSO. For a predefined constants ¢ (e>0), the tourna-
ment-selection comparison rules for a pair of feasible or infeasible particles are im-
proved as the follows:

a) If both constraint violation sums of particles are smaller than or equal to & (®(x)<¢),
pick the one with better fitness function value;

b) If both constraint violation sums of particles are larger than ¢ (®(x)>¢), pick the one
with smaller ®(x) value;

¢) Given that one particle satisfies the constraint violation ¢ (®(x)<¢) and the other
particle does not (®(x) > &), the former is picked.

3.3 BLX-a Combination Method

The BLX-o combination method can be described as follows. Assume that
X=(x1,...,Xj,...,X,) and Y=(y,...,y;,...,y,) are two parents. Then, an offspring is gener-
ated as Z=(zy,...,Z,...,2,), Where z; is a random number in the interval [cp,-I'a,



A Novel Particle Swarm Optimization 83

Cmax+H 0] and c=max(x;, ¥;), Cpin=min(x;, ¥;), I = Cmax - Cmin- Constant a is a combina-
tion factor chosen from interval [0, 1] and is often set to 0.5 as recommended by [16].

CEOPSO uses BLX-a combination method as a diversity strategy to add diversity
to the swarm. Considering that the global best particle GBest and the best infeasible
particle Blnfeas are the two most promising particles in the swarm, we merger two
kinds of BLX-a combination in CEOPSO. One is a combination between GBest and
the personal best particle PBest. And the other is a combination between Blnfeas
found so far and PBest. A probability p serves as a threshold value of the two kinds of
BLX-o combination where p is defined as the ratio of the number of the infeasible
particles to the number of the entire population. At each generation, a number r is
generated randomly from [0, 1]. If r is less than p, then the combination between
Blnfeas and PBest occurs for each particle in the swarm. Otherwise, GBest and PBest
are combined to generate an offspring for every particle.

3.4 The Framework of Proposed CEOPSO

At each generation, the framework of proposed CEOPSO algorithm mainly consists
of two stages. In the first stage, the local PSO with an improved ring doubly-linked
neighbourhood structure is implemented. Then, in the second stage, the BLX-a com-
bination method is applied to generate offspring particles variation. The particle tour-
nament selection is based on the constraint handling mechanism with ¢ as the
constraint violation tolerance. Let U be the upper boundary of particle position and L
be the lower boundary of particle position. The pseudo-code of CEOPSO algorithm is
in the following:

For i=1 To N
X} = Rand(L, D)
VY = Rand(-(U-L)/2, (U-L)/2)

Fit! = Fitness (X)
Vio! = (X)
0 0
Xippes = X,
FitBest! = Fit!
VioBest! = Vio}
End for
For t=1 To Maxgenerations

stagel
For i=1 To N

X/ ., =LocalBest ( FitBest" , VioBest|" , NeighborSize, ¢)
. -1 -1 -1 -1
V'I = VelOClty( Vil ! le ! XilPBe.w ! X;LBesl )

1

X, = X7+ V

1

Fit;! = Fitness (X))

i

Vio; = o(X/)

i
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Update ( X p,,, , FitBest, , VioBest; , X p,,, )

End for
stage?2
r = Rand (0, 1)
IF(r < p)
For i=1 To N
BLX_a( XilPBe.w ! XlBIrgfeas )
End For
End IF
If(r 2 p)

For i=1 To N
t t
BLX-o( XiPBgS[ ’ XGBesr )
End For

End If
End For

4 Experiments and Discussions

4.1 Experimental Setup

A set of four well-known constrained engineering design optimum problems are car-
ried out to evaluate the performance of CEOPSO:

(1) Problem EO1: Design of a Welded Beam

(2) Problem E02: Design of a Pressure Vessel

(3) Problem E03: Minimization of the Weight of a Tension/Compression Spring
(4) Problem EO4: Himmelblau’s Nonlinear Optimization Problem.

The parameter settings of CEOPSO are described as follows: N=30, NeighborSize=4,
c1=c,=1.49445, 0=0.5, Maxgenerations=1000, w is linearly decreased from 0.9 to 0.4.
The maximum positions X,,,x and minimum positions X,;;, of particles depend on the
variable region of problems. The maximum and minimum velocities for particles are
set s Via=Ximax-Xmin)/2 and V= —Vinax, and the initial velocity of particle i is set as
Vl.O =randXV . -0.5xV.«, Where rand is a random number from interval [0, 1].

CEOPSO is run 30 times independently.

The parameter sensitive analysis on € tolerance value is shown in Fig. 2. The fit-
ness values during searching process are pictured when the parameter £ is set to 0.01,
1, 100 respectively. The results show that CEOPSO performs well when the value of

parameter € is equal to 1 and 0.01. Thus, we set &=1 in all the experiments for
CEOPSO.

4.2 Stimulation Results and Discussion

We compare CEOPSO with standard PSO algorithms and some other evolutionary
algorithms with different constraint handling mechanisms [4, 6, 7, 8, 10, 12, 18, 19,
20, 21]. Tables 1-4 report the computational results on EO1- E04 in detail.
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Take welded beam design problem (E01) as an example, the fitness values found
by CEOPSO and standard PSO including both local PSO and global PSO during the
iterations are shown as Fig. 3. From the best fitness trend-lines in Fig. 3, we can find
that CEOPSO is more efficient than standard PSO algorithms.
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Fig. 3. Best fitness trend-lines of CEOPSO and standard PSO on E01

From Table 1 we compare the results of CEOPSO with Deb’s GA algorithm, Co-
evolution GA algorithm, CPSO algorithm, Ragsdell’s algorithm, and Dominance GA
algorithm for the problem EO1. It can be seen that the best feasible solution found by
CEOPSO is better than the best solutions found by other algorithms. In addition, the
standard deviation of CEOPSO in 30 independent runs is very small.

From Table 2, the problem E02 is used to compare the results of CEOPSO with
GeneAS algorithm, Co-evolution GA algorithm, CPSO algorithm, Sandgren’s algo-
rithm, Kannan and Kramer’s algorithm, and Dominance GA algorithm. It can be seen
that the average searching quality of CEOPSO is also better than those of other algo-
rithms, and even the worst solution found by CEOPSO is better than the best solutions
found by the other compared algorithms.
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Table 1. Comparison with the different algorithms for problem EO1

Algorithm Best Mean Worst Std Dev
CEOPSO 1.724850 1.724956 1.725910 0.000318
Deb’s GA[4] 2433116 N/A N/A N/A
Co-evolution GA[7] 1.748309 1.771973 1.785835 0.011220
CPSO[12] 1.728024 1.748831 1.782143 0.012926
Ragsdell and Phillips[17]  2.385937 N/A N/A N/A
Dominance GA[21] 1.728226 1.792654 1.993408 0.074713

N/A—data not available.

From Table 3, the problem EO3 is used to compare the results of CEOPSO with
Belegundu’s algorithm, Arora’s algorithm, Co-evolution GA algorithm, Dominance
GA algorithm, and CPSO algorithm. Also, CEOPSO outperforms the other algorithms
in terms of solution quality.

Table 2. Comparison with the different algorithms for problem E02

Algorithm Best Mean Worst Std Dev
CEOPSO 5885.3300 5908.6700 6008.8200 39.2047
GeneAS[6] 6410.3811 N/A N/A N/A
Co-evolution GA[7] 6288.7445 6293.8432 6308.1497 7.4133
CPSO[12] 6061.0777 6147.1332 6363.8041 86.4545
Sandgren[18] 8129.1036 N/A N/A N/A
Kannan and Kramer[20] 7198.0428 N/A N/A N/A
Dominance GA[21] 6059.9463 6177.2533 6469.3220 130.9297

Table 3. Comparison with the different algorithms for problem E03

Algorithm Best Mean Worst Std Dev
CEOPSO 0.0126652 0.012705 0.0127191 1.659712e-005
Belegundu[23] 0.0128334 N/A N/A N/A
Arora[19] 0.0127303 N/A N/A N/A
Co-evolution GA[7]  0.0127048 0.012769 0.012822 3.939000e-005
Dominance GA[21] ~ 0.0126810 0.0127420 0.012973 5.900000e-005
CPSO[12] 0.0126747 0.012730 0.012924 5.198500e-005

Table 4 reports the experimental results of problem E04. We compare CEOPSO
with the other algorithms with respect to the best feasible solution and find that the
result of CEOPSO is almost the same as that of COPSO and Hu’s algorithm.

Table 4. Comparison with the different algorithms for problem E04

Algorithm Best Mean Worst Std Dev
CEOPSO -31025.600000 N/A N/A N/A
Co-evolution GA[7] -31020.859000 N/A N/A N/A
COPSO[8] -31025.560242 N/A N/A N/A
Hu and Eberhart[15] -31025.561420 N/A N/A N/A
Homaifar[24] -30665.609000 N/A N/A N/A
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5 Conclusions

This paper proposes a novel CEOPSO algorithm which has shown high performance
in constraint engineering optimization problem of nonlinear nature. This is the first
report to incorporate an improved doubly-linked list of ring neighbourhood structure
into PSO to solve constrained optimization problem. Two important contributions of
CEOPSO are also worth to mention: the ¢ comparison rules for tournament selection
between feasible and infeasible particles, and BLX-o combination method as an effec-
tive diversity strategy that prevents the swarm from being trapping into local optima
to some extent. Simulation results based on some well-known constrained engineering
design problems provide evidence that CEOPSO is highly competitive and robust.
The future work will improve the ¢ comparison rules to incorporate a dynamic ¢ toler-
ance into CEOPSO in order to further enhance exploration and exploitation abilities.
In addition, the doubly-linked ring neighbourhood structure of local PSO will be fur-
ther improved for shorting the running time of algorithms.
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Abstract. Differential Evolution (DE) is an evolution algorithm that was pro-
posed by Storn and Price in 1997, which has already succeeded in applying to
solve optimization questions in a lot of fields. This paper discusses various
kinds of characteristics that DE demonstrates at first, then propose an improved
differential evolution algorithm (TSDE) which has three kinds of efficiently
evolutionary strategies, and proves its global convergence property use the fi-
nite Markov chain theory. Through the compare result of calculation of 5 clas-
sics testing functions, it shows that TSDE has the obvious advantage in the
quality of solution, adaptability, robustness etc. than original DE and DEfirDE.

1 Introduction

Differential Evolution(DE)""*' is a novelty evolutionary algorithm which was pro-
posed by Rainer Storn and Kenneth Price, it has gain much progress about DE. For
example, literature[3] described a pareto DE algorithm which is adaptive automatic,
literature[4] use DE to solve multi-objective optimization problem, literature[S] pro-
posed a binary DE algorithm to solve combinatorial optimization problem, litera-
ture[6] combine local search and one-point crossover and proposed an improved DE
algorithm to solve high dimensional function optimization, literature[7] proposed an
improved DE algorithm based on mixed optimization strategy. It has successfully
used in optimization function, training nerve network, electromagnetism, system
control and other fields'®"'"'.

This paper introduces the principle and analyze characteristics of DE in section 2.
In section 3 and 4,We propose an improved differential evolution (TSDE), and prove
its convergence use random Markov chain theory. Afterwards, through the compare
result of 5 classics testing functions, it shows that TSDE has the obvious advantage in
the quality of solution, adaptability, robustness and etc than original DE. Finally,
summarize and propose the direction of research in the future.
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2 Differential Evolution and Its Characteristics

DE is a evolution algorithm based on coding real number. In every generation of
evolution, first use the Differential Operator(DO) that defined below to get a middle
population make up of mixed individual of father and son, and then use Select Opera-
tor(SO) to recombine a new population use the strategy of winner stay but losser
leave. Now use DE/r/1/bin evolutionary strategy of DE to introduce the general prin-
ciple of this algorithm.

We suppose the problem to solve is the minimum optimization. the target function
f(x) has d variable, search space S={XIX=(x;,X,.... X)) A\Li<x;< U, i=1,2,....d}, L,
U;€ R. Suppose ¢ is the current iterativeness of algorithm, s is magnitude of the popu-
lation, vector X;=(x;1,Xi2,...,Xiq) 1S the individual of number i in the population, vector
Vi=(vi1,Via,...,Viq) 1s the individual of number i in the middle population, i=1,2,...,s,
and then the DO of differential evolution is

X (t)+0{(xpzj(t)—xp3j(t)), ifr<CR or j=R()

P

vij(t+l)={ 1)

x; (1), others.

In them, vy € Vi, Xij, Xp14, Xpoj» Xp3 € Xi, and p1#pr#ps#i, 1 <i<s, 1<j<d. o<l is areal
and constant factor, r is a random number and ~(0,1); CR is called cross probability,
and CRe [0,1], R(i) is a random positive integer in [1, n], the SO of differential evolu-
tion is

Via+D), i fVe+D) < f(X @)

X.(1), others. 2)

x,.(z+1)={

In every iterativeness of DE evolution, we suppose Xy is the best individual in cur-
rent population, MAXT is the maximum iteration, and then DE algorithm>*' can be
described as follows:

DE Algorithm
1. Randomly generate original population P(0)={Xjll <i<s},and set 7=1;
2. While (T<MAXT) Do
For i=1 to s Do
For j=1 to d Do
Randomly generate r€ (0,1) and R(i)€ [1, d];
if < CR \/]ZR(I)) then vijzxplij+a(xp2,j—xp3,j) else Vii=Xij5
if V)< f(X;) then X;=V;;
Caculate the most optimization in P(7T) as Xyes(7T), set T=T+1;
9. EndWhile
10. Output Xpe(7) and f(Xyest(7)), end the algorithm.

NG E W

Through the description of the algorithm, we know the time complication of DE iter-
ate one time is O(Nz), in them N=max{s, d}.

DE has two basic characteristics of general algorithm: implicit parallelism and use
effectively the global information''"’. Besides this, it also has the following character-
istics: (1) DE has the characteristic of mutation. Base on the definition of DO opera-
tor, Xi(1) and X, (1)+a(X(?)-Xp3(7)) contribute corresponding son variable and
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generate middle individual Vi(#+1), from the point of view of evolution course, its
essence is to mutate in the probability of CR+1/d in every dimensional of basic
individual X;(r) and generate new individual Vi(+1), the middle individual of middle
population in the #+1 generation is mutated in the probability of 1—(1— CR—1/d)%in

the ¢ generation. (2) DE has characteristic of learning. On average of CRxd+1 son
variables in the middle individual of Vj(#+1) come from X, ()+a(Xpn(0)-Xp3(2)), it
shows that Vi(z+1) come from the learning of X;(7), X;»(#) and X3(7), it indicates the
characteristic of learning. (3) DE has the characteristic of freedom exploration. In DO
operator, individual X;;(t), X,»(t), X,3(f) were chosen randomly and unconstrainedly,
so Vi(t+1) which is formed by them is unconstrained and random. This indicates that
DO operator produces the new individual by way of unconstrained freedom, it has
reflected the free exploration of DE.

3 Improved DE with Triple Evolutionary Strategy

The evolution strategy of DE expressed as DE/x/y/z' generally. literature[6,7] first
notice performance difference in various kinds of evolution strategy of DE, but this
paper first analysis the performance difference of the evolution strategy of DE, and
then point out the generality characteristic of all strategy, and then propose an im-
proved, concise and high-efficient algorithm based on the general characteristic of
three strategies and performance difference.

To depict conveniently, we only discuss the evolution strategy based on the way of
binomial recombination in the following. All of the conclusions for the exponential
recombination way are still tenable. In all kinds of evolution strategies of DE, we
notice that its basic structure is: the new individual V; is produced by benchmark indi-
viduals(that is Xj, X,; or X,.)and differential vector recombination. As thus, because
the different choosing between the benchmark individuals and differential vectors, the
performances embodied by each evolution strategy are also different. Among them,
the DE/rand/1/bin strategy chooses the benchmark individuals and differential vectors
at random, and the freedom exploration of its DO is more outstanding, and its global
convergence is relatively better. DE/best/1/bin strategy use Xy of the present popula-
tion as the benchmark individual, producing the middle individual by X and differ-
ential vector choused at random, and local convergence of its DO is relatively good,
and speed of convergence is rather fast. DE/rand-to-best/1/bin strategy produce new
individual by X, (Xvest - Xi) and (Xpi- X0). Its the freedom exploration and local con-
vergence is relatively equilibrium, and have better adaptability.

From the basic structure of each evolution strategy, it can be find out that they have
two generality characteristics: (1) the combination ways of producing the new indi-
vidual of each strategy are the same, and all of they are linear mode of combinations
by the benchmark individuals and differential vectors. (2) The DO’s formula of each
strategy at least has a differential vectors chosen at random. When many evolution
strategies are used at the same time, it can be naturally realized the information trans-
formation and sharing among the strategies through choosing differential vectors at
random.

Based on the analysis above, we proposed Differential Evolution based on Triple
Evolutionary Strategy (for short TSDE). In order to stress the freedom exploration as
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well as keep relatively equilibrium of global and local convergence of the algorithm,
the three especial strategies above are used in TSDE. On one hand, DE/rand/1/bin
strategy with stronger freedom exploration can not merely make the algorithm have
better global convergence, and also can improve the variety of the population. On the
other hand, as DE/rand/1/bin strategy with stronger local convergence and DE/rand-
to-best/1/bin with relatively equilibrium of freedom exploration and local conver-
gence, they can accelerate the speed of convergence of the algorithm on the basis of
keeping the population diversified. In this way, relying mainly on DE/rand/1/bin
strategy, and making DE/best/1/bin and DE/rand-to-best/1/bin strategy subsidiary,
three kinds of strategies cooperate and evolve together each other. Keeping equilib-
rium of global and local convergence as well as paying attention to freedom explora-
tion and trend towards the excellent effective combination, it can make TSDE algo-
rithm have higher convergence property.

In order to describe TSDE algorithm, TSDO is redefined on the basis of Do and
triple evolutionary strategy as follows.

Define 1. Suppose that vector Xi=(x;,xi,...,x;q) is the ith individual of the tth genera-
tion of middle population, and vector Vi=(v;;,vip,...,v;q) is the ith individual of the
(t+1)th generation of population (i=1,2,...,s, Rand€ (0,1) is random variable). Then,
Triple Evolutionary Strategy Differential Operator (TSDO) relying mainly on
DE/rand/1/bin strategy is that

x,;O+alx, (0)-x, (1), if(r<CRV j=R(3))A(Rand <0.5)

x,(t)+ a(thr,i —xq.) + (){(xplyl. —x,,zyl.), if (r<CRv j=R(@i))A(0.5< Rand <0.8)
xh(,x”.(t) + ()((xp,(l.(t) - xﬂ‘j(t)), if (r £CR vV j =R(i)) A (rand > 0.8)

X; (1), others.

3)

VU(H'D =

other parameters in the formula (3) are the same as DO’s.
On the basis of Define 1, pseudo C-code of TSDE algorithm combined SO is de-
scribed as follows:

TSDE Algorithm
1. Produce the initial population at random P(0)={X; |11 <i<s}, and set T=1;
2. While (T<MAXT) Do
3. Fori=l1to s Do
For j=1 to d Do
Produce at random r€ (0,1) and R(})€ [1, d];
if (r>CR /\j#R(i)) then v;=x;; and Continue iteration;
Produce at random Rande (0,1) ;
if Rand <0.5 then vij=x,; j+0(Xp2,j-%p3);
9. if 0.5<Rand < 0.8 then vij=xij+a(xbest,j-xij)+a(xplyj-xpzyj);
10. if Rand>0.8 then vij=xbest,j+(x(xplyj-xpzyj);
11. if AV)< f(X;) then X;=V; ;
12. Calculate X,.(T) of P(T), and set T=T+1;
13. EndWhile
14. Output Xpes (7)and fiXpes(7)), end the algorithm.

® Nk

In TSDE, as only one step of the 6th and 8th to 10th is executed each iterative, TSDE
as to DE does not increase extra calculation, and the time complexity of each iterative
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is still O(N*) and N=max{s, d}. To facilitate comparing, DE which based on
DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin strategy is calld as DEI,
DE3 and DES in the following respectively.

4 Prove the Global Convergence of TSDE

Actually, suppose that the precision that need to calculate is =10, then the individ-
ual's every element in DE is a real number with k valid figures after the decimal point;

so that the search space § = H‘il [L,,U,]is the discrete space formed with the whole

d-dimensional real vectors with k valid figures after the decimal point (Here Li<U;, L;
and U; are the real number). The size of search space is

1S 1= [T, [, = L)10*1<[10 U - L)} . and U=max{ UilU,=[Uu]A1<i<d),

L=min{ Zi |Z,~ = LLZ,J /A1<i<d}. The fitness value of each vector X€ S is written

for fit(X). Set F={ fit(X)| X€ S}, obviously IFI<ISI, then F can be expressed as F={F],
F,,..., Fg}, and F|<F, <...<F. According to the difference of fitness value, divide S

into S = U{Si}, and Si={X| Xe SAfitfX)=F;}, i=1,2,..., |Fl, then

IF|

SIS, 1S S, £ @ Vie (12, Fl}. s, nS, =0, Viz j. ()5, =5

Obviously, F; is the best global solution F*, and S; includes all individuals whose
fitness value is F*.

In TSDE, the population writes for P={X},X>,...,X;}. Make P gather for all the
populations. Because the individual allows the same in the population, the possible

[S1+s—1

j . In order to weigh the population,
s

number of the populations is| P |= {
define the fitness value of population P as fit(P)=max{ fit(X))| X;€ PN\i=1, 2,...,s},
then F; < ﬁ't(P) < Fj, V P€ P. Therefore, Set P can be divided into several non-null
subset {P;}, P= {P| P€ PA\fit(P)= F}}, i=1,2,..., |F|. And

Z'FIIPI—IPI P, #®, Vie{l2,. IFI},Pl.ij:d),Vi:tj,ﬂ':Pi:p.

Set P, includes populations with the fitness value F*.

Make Pj express the jth population of P;, i=1,2,..., |Fl, j=1,2,..., IP;l. Under the
function of TSDO, population’s state transformed from P;; to Py can be expressed for
P;j—Py. Order pjj, i shows the transformation probablhty from PlJ to Py, pi, k €X-
presses the transformation probability from P;; to any population in Py, p; expresses
the transformation probability from any population in P; to any one in P,. Then,

1P| IFI
Pijx = lepukl’ klpij,kzl’pi,kzpij,k'

After defining above-mentioned concepts, on the basis of [12], [13] and [14],
TSDE’s global convergence based on limited Markov chain theory will be proved in
the following.
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Define 2. Suppose that P(r) is the tth evolution population of TSDE, and F* is the
optimum global fitness value, if

lim prob{ fit(P(1)) = F*} =1 4)

is certainly, then call TSDE global convergence. Due to F=F, formula (4) is equiva-
lent to lim prob{P(t)e P,} =1.
t—>o0

Lemma 1", Suppose that P’ is a reduced random matrix of an n rank, which can get
P [C Oj after the same row and line transforms. Among them C is a primal random
R T

matrix of an m rank, and R, 7#0. Then

, , ct 0 c 0
P” =limP* =lim| __, , _ =
ne e Y T'RCY TY| |[R™ 0
is a steady random matrix, and P” =¢ x p~. Here e=(1,1,...,1), p= = p* xP" is
only confirmed and have nothing to do with initial distribute. And when 1 <i<m,
p” >0;whenm<i<n, p~ =0.
Theorem 1. In TSDE, for Vi ke {1,2,...,| F |}, when k <i, p;>0; when k>i, p;=0.

The method in similar literature [13] and [14] is easy to prove the above theorem come
into existence. The theorem 1 show that in TSDE , the population with lower fitness
value can transfer to the sameness or the population with higher fitness value, the inverse
is not true. So, once the algorithm enter into group P, it is impossible to escape from: it.

Theorem 2. The TSDE algorithm is global convergence.

Proof: Each P; (i=1,2,...,IF]) can be seen to a state on limited Markov chain. Accord-
ing to Theorem 1, the transfer matrix of the above Markov chain express following:

pu 0 0

P = Py Py v 0 (€ 0
: : R T
Pry Pirz2 0 Pirur

And R:(Pz,wpz,w“"Pm,])T >0,7#0,C=(p;,)=(1)#0. Thus, according to Theorem 1,

n—eo n—>oo|

k oo
we can draw the conclusion: 5. .. ou .. | C 0 | |c= o],
P” =limP" =lim| _, , . . =
> T'RCY T*| |[R™ 0
In the above equation, C~ =1, R =(,1,---,1)". So, P~ isa steady random ma-
10 - 0
trix, and P~ = l 0 - ) 0 . In this way, according to Theorem 2, the TSDE algo-
10 - 0
rithm is global convergence.
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5 Experimentation Results and Analysis

In order to validate the feasibility and effectivity of TSDE, to the following 5 typical
Benchmark functions, separately use TSDE, DE1, DE3, DES and DEfirDE™ to emu-
latively compute, and then contrast the best solution, the worst solution, the mean and
the standard deviation concluded from the thirty times independently running. The
hardware environment used is DELL Pentium(R)4-CPU1.70 GHz, 128MB memory,
and implement by the use of VC++ 6.0.

sin® {7 +23 =05 and X=(x;, x,), -10<x;, 1, < 10.
(1+0.001(x] +x2))*

£ (X) =37 Ticos((i=Dx, +DTY._ [jcos((j+Dx, + )1+ (x, +1.42513)” +(x, +0.80032)*,
and X=(x,x,, x3,x4, X5), -10<x;< 10, i=1,2,3,4,5.

fi(X) = Z”"[l()()(x2 —x)? +(1-x,)%], 2.048<x,<2.048, i=1,2,....n.

i=1 i+l

f(X)=05-

fi(X)= ZLI xl.z , and X=(x1,xy, ..., %), -100<x;,< 100, i=1,2,..., n.

f5 (X) =ﬁ ,":1 x[z _H?zlcos(xi/\/;)+1 ,and X=()C|,)C2,...,)Cn), -600 <x< 600,
i=1,2,...,n.

In the use of TSDE, DE1, DE3 and DES5 to compute f; and f,, the size of population
is 20. When computing f5~fs , the size of population is 50. The maximum iterative
number of each algorithm generally is 3000, a=0.5, CR=0.3, and separately compute
30 times. The computation error is 10™°, the result hold at least 3 valid figures. Table 1
and Table 2 present the best solution, the worst solution, the mean and the standard
deviation concluded by each algorithm.

Table 1. The computation results of fj~f5 concluded by TSDE and DE1

Problem TSDE DE1
F d Best Worst. Mean Std.Dev Best  Worst. Mean Std.Dev
fio2 .00 1.00 100 0.0 100 100  1.00 00
foo2 -176.138 -176.138 -176.138 0.0 -176.138 -176.138 -176.138 0.0
DR 00 00 00 00 00 00 00 0.0
fi 30 00 00 00 00 4.90e-12 2.45¢-11 1.04e-11  6.55¢-13
fs 30 00 00 00 00 4.54e-11 1.27e-10  1.12e-10  2.0le-15

Table 2. The computation results of f{~f5 concluded by DE3 and DES

Problem DE3 DE5
F d Best  Worst. Mean Std.Dev Best Worst. Mean Std.Dev
fo2 9.90¢-10 9.90e-10 9.90e-10 0.0 100 9.98e-1 9.99e-1 1le-3
froa -176.138 -176.138  -176.138 0.0 -176.138 -176.138 -176.138 0.0
NERET 00 00 00 00 00 00 00 0.0
Ja 30 00 00 00 00 0.0  6.15e-17 123e-17  2.46e-19

fS 30 9.86e-3 9.86e-3 _ 9.86e-3 0.0 00 0.0 0.0 0.0
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In order to contrast the superior and inferior between TSDE and DEfirDE, to the
high dimension function f;~f5 which are 100 dimensions, the size selected of popula-
tion of each algorithm is 100. In TSDE, set a=0.5, CR=0.3, and the maximum itera-
tive number is 50,000. The maximum iterative number of DEfirDE is 500,000, and
the setting of other parameters refer to literature [6]. Table 3 present the mean and the
standard deviation of best solution concluded by the two algorithms separately run-
ning 30 times.

Table 3. The computation results of f3~fs concluded by TSDE and DEfirDE

Problem TSDE DEfirDE

F d Mean of Best Std.Dev of Best Mean of Best Std.Dev of Best
S 100 9.230016 11.02759 107.5604 28.2529
Ja 100 1.0 e-20 0.0 le-6 0.0
S5 100 4.76e-16 5.49¢-12 le-6 0.0

It can be seen from the computation results of table 1 to table 3, for the two dimen-
sions function f; and f5, the solution between TSDE, DEI,DE3 and DES5 is basic
sameness. But for high dimension function f5~fs , under the same parameter setting,
the best solution, the mean and the standard deviation of the best solution solved by
TSDE are better than DE1, DE3 and DES. In the case of the maximum iterative num-
ber is lesser, the result solved by TSDE is better than solved by DEfirDE. So, it can
come to the conclusion that the adaptability of TSDE is better than other algorithm,
and for the high dimension optimizing function, with the gradually increase of func-
tion dimension, the superiority of global convergence and robustness is more and
more great and the solution quality is improved distinctly. All the above show that
TSDE is a feasible improved algorithm, which is adapt to solve the high dimension
complex optimizing function.

6 Conclusion and Prospect

This paper first analyse the characteristic of DE, and then present an effective im-
proved differential evolution algorithm—TSDE based on three effective evolutionary
strategy, and use the random Markov chain theory to prove the global convergence.
The imitation experimentation of 5 typical Benchmark function show that the global
convergence, adaptability and robustness of TSDE is better than the original DE and
DEfirDE algorithm, which shows that the method presented by the paper is not only
feasible, but also effective. Due to DE is a relatively novel evolution algorithm, the
problem existing is needed to be research further. For example, the research on the
strong convergence and convergence speed of DE is the importance to the future
research. Further more, according to dynamically distribute the proportion of each
evolution strategy, whether the improved algorithm TSDE presented by the paper has
the ability to improve the performance or not is needed to thoroughly analyze and
discuss in the future.
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Abstract. The particle’s trajectory in particle swarm was fully analyzed in this
paper, the theorem about necessary condition of convergence property of PSO
was proposed by solve difference equation. Based on this theorem, discussed
the influence of random parameters on particle’s trajectory, the concept
of cluster-degree was put forward and distribute status of particle with differ-
ent cluster-degree was studied. The reasonable parameters setting range based
on cluster-degree was proposed, at the same time, velocity compensation of
particle’s velocity was proposed in order to improving performance of PSO.
So this paper is helpful for the choosing and adjustment of PSO parameters in
practical application.

Keywords: particle swarm optimization, convergence property, cluster-degree.

1 Introduction

Particle swarm optimization (PSO) was an evolutionary computing technology de-
signed by Kennedy and Eberhart in 1995[1][2] and has been applied successfully in
various optimization problems[3]~[8]. In PSO every potential solution is a “particle”
in the search space. Each particle may be expressed by (xi,vl., pi) , and the next
position of the particle can be defined by formula 1

Vz+1zwvt+clrl(pi_xz)+czr2(pg_xt) (0

Xy =X Vi
where X; is the current position of the particle, V; is the current velocity of the parti-

cle, p, is the best position passed by particle i, p . 1s the best position passed by

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 98-106, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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all the particles in the swarm ; ¢, C, are positive constants, 7, . 7, are random
numbers between [0,1], @ is the inertia parameter. There is lots of theoretical
analyses about PSO, most of them suppose random numbers # . ¥, are their
mathematical expectations, this sort of work is called certain analysis in this paper,
the necessary condition of particle convergence is proposed by certain analysis, and
the new conclusion consummates the previous research results. Based on this founda-
tion, the concept of cluster-degree was put forward so as to show the distributing
condition during the moving process of particles, and according to the cluster-degree,
the concrete range of the particle parameters is given, which is helpful for the choos-
ing and adjustment of PSO parameters in practical application.

2 Necessary Condition of Convergence Property of PSO

Now the analysis of convergence property of PSO mostly took advantage of certain

1
analysis, and the mathematical expectations of # . ¥, are — , let
¢ ¢, . .
Q= ER Y, = o k=@ +@, =(c,+c,)/2. Under this hypothesis, [9][10]

have done many significant jobs. The following theorem 1 gives the parameter range
of particle astringency, which is the supplement of the previous research results.

Theorem 1. under the certain analysis condition, the parameter setting range in which
particle’s trajectory will converge is a triangle area surrounded by three lines

k=2w+2. k=0. w=1.

Proof: Under the certain analysis condition, formula 1 may be rewritten to the fol-
lowing form:

X.,—ox, +wx,—f=0. 2)

Where =1+w—k , B=¢,p,+¢,p, . k=@, + ¢, formula 2 is a two-order

linear difference equation, its characteristics equation is:
A —odl+w=0. 3)

A=a’ —4w=(1+w—k)* —4w is the discriminant of formula 3, there are three
different cases according to A

Case 1: When A > (0, the characteristics equation has two real roots, and the root of
formula 2 has the following form:

_ t t
x, =CA' +C,A . 4)
where Cl N C2 are arbitrary constants, /?1 \ /7.2 are two real roots of characteristics

equation 3. Conclude from formula 4: when both of the absolute values of /?1 \ /7.2 are
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smaller than 1, X, will converge. Obviously whenw <Qorw=0andk #1,A>0;
and when w >0

A=1+w—k)’—4w
—(+w—k+2dw) 1 +w—k—2Jw)
So when k>1+w+2\/;ork<l+w—2\/;, A >0 and now:

atJA  ax\o —4w
> .

2

&)

/11,2 =

2
Let 4 =27VE 70W VO;‘”", A =

both of the absolute values of /?1 N 2,2 are smaller than 1, and it is easy to prove that

if/?1 >—1, then k<w+3 and k<2w+2 ; and if /12<l, then k>0 and

, when ﬂ1>—land /12<1,

a+Na® —4w
2

k > w—1; so the convergence condition when A > 0 can be concluded.

Case 2: When A =0, characteristics equation 3 has only one real root, and the root
of formula 2 has the following form:

x, =CA' +CtA". (6)

Where C, . C2 are arbitrary constants, A is the real root of characteristics
equation 3. When |ﬂ| <1, X, will converge.

Study the discriminant A of formula 3, it is easy to prove that if w=0and k =1,
then A=0; and if k =1+w+2\/;0rk =1+w—2\/;, then A =0 and now:

o 1+w-k
—_—=— (7)
2 2

It is easy to prove that if |ﬂ| <1,then k >w—1 and k < w+3; so the convergence
condition when A =0 can be concluded.

Case 3: When A <0, characteristics equation 3 has a pair of conjugated complex
roots, and the root of formula 2 has the following form:

x, =C,R' cost@+C,R'sint6. (8)

Where C, . C, are arbitrary constants, R =+/w , when R <1, x, will converge.

Study the discriminant A of formula 3, it is easy to prove that when
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w>0, k <1+w+2\/; or k >1+w—2\/;, A<0; and w<1, the differ-
ential equation 2 has convergence solution.
Synthesized from the above three cases, the theorem was proved. The conver-

gence condition in the theorem1 is shown as figure 1:

=]
k=2
k=12 st
k=12 st
k=0

k=1

w=l

1L /ﬁ 4

Fig. 1. The interzone surrounded by line 2, 5, 7 is the parameter range in which particle will
converge. line 1:k=w+3; line 2:k=2w+2; line 3: k=1+w+2w'? ;line 4:1+W-2W]/2; line 5: k=0;
line 6: k=w-1; line 7: w=1.

In fact, the conclusion in [10] is the part of the triangle area when w > 0, most of
the research ignored the condition when w <0 . There are appropriate parameters
which can astringe the particle running trajectory when w < 0. In figure 1 the trian-
gle area is composed of two parts, which respectively correspond to two different
conditions A >0 (area I) and A <0 (area II), although parameters in two interzone
can all let the particles converge, but the way of converge is different, which is related

to the different root form under different cases.

3 The Cluster-Degree of Particle and the Convergence Analysis
Based on the Cluster-Degree

Let x.

lO’x'

il

X;5,...X;; represent the all the positions passed by particle X; with pa-

rameters W, C,,C,, define the cluster-degree about w,¢,,c, is

xk=NI/TP. 9
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Where
N:num(xje(L,H)) j=0,1..,T ) L:min(pl.,pg) ,
H =max(p,,p g) , 1s the  number of  particle fall  between
~(t-u)’ —
1 +o 2 p Pi
PP, P= Jq_+ e % dt,u=(pi+pg)/2,0':u.

oN2rx

Experiments show that the cluster-degree has nothing to do with p;, and p 2 SO
the reasonable range of W,¢,,C, can be defined by cluster-degree. Normally, what
kind of cluster-degree can get the best solution, it is different for different problems,
but one point is affirmative: if the particle cluster-degree is too large, lots of the parti-
cles will distribute at the border of the searching border, and cannot get the effective
search; if the particle cluster-degree is too small, then the particles will converge
between the swarm optimum and the individual optimum, premature phenomenon
will take place. Figure 2 gives two curves when k=0.5 and x=1. Normally, the pa-
rameter setting should keep the cluster-degree within this range.

The cluster-degree reflects the distribution of the particles in the searching process,
only by reasonable parameter setting which keeps the cluster-degree of particle not
too large and not too small, PSO may find the best solution. Here the definition of the
cluster-degree is based on the situation which suppose the global optimum and indi-

vidual optimum is fixed, although p, and p; are fixed, unreasonable cluster-degree
will make the particle distribute all over the search space or congregate in small area
of search space, so when p, and p; changed frequently, it is impossible that particle

with the parameters with unreasonable cluster-degree can get ideal solution.

-1 -0.5 0 0.5 1 w
Fig. 2. Reasonable cluster-degree range, value of cluster-degree between 0.5 and 1

Because of the dynamic change of p . and p;, not only need to consider whether

the cluster-degree is reasonable, but also need to take it into account whether the con-
vergent velocity of particle is reasonable. In PSO, the particles affect each other by
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the global optimum p . » the distance of global optimum p , and the individual p,

will become short rapidly if the velocity of particles converges too fast. According to
the analysis above, we know that the particle take a normal distribution with

_aptap, ‘pg_pi‘
C1+C2

as its center and 0 = &/( ) as its variance. The distance

between p, and p; is short, which will then diminish the particle’s velocity v, even
there is a reasonable cluster-degree, the fast attenuation of particle’s velocity v will
make p, and p; approach each other rapidly, which will form prematurity

phenomenon.

By the analysis above, we know that to make PSO get ideal solution, there are
two conditions need to meet: (1) keep the particle with reasonable cluster-degree (2)
the particle velocity v can’t attenuate too fast while keeping the reasonable cluster-
degree. When the particle parameter setting meets area II in figure 2, by formula 8 can

conclude that, the attenuation velocity of particle is determined by ~w , and

O<w<l1, when w is large, the attenuation of particle velocity is also slow.
Whereas if w is small, the particle velocity attenuates more rapidly, it is easy to form
prematurity.

The following experiments proves the above analysis, 23 benchmark function de-
scribed in [11] were adopted in our experiments; table 1 lists the average result of 10
experiments under different cluster-degree conditions of four functions. In order to
validate the effect of velocity attenuation with the same cluster-degree, under the
same group of parameters, velocity compensation strategy is used, i.e. when the itera-
tion times and the particle velocity respectively less than a threshold, assign a new
velocity to the particle so as to make up the rapid attenuation of velocity.

The first group of parameters w=0.729 ¢;=1.49445 ¢,=1.49445, lots of experi-
ments have proved that these parameters have better searching effect, and its cluster-
degree X =0.8021. The cluster-degrees from the second to the sixth group of
parameters are close to the cluster-degree of the first group (cluster-degree is a statis-
tical value, with the same group of parameters, every computed cluster-degree is close
but not the same), the w values of second and third group of parameters are respec-
tively 0.8 and 0.9. According to the above analysis, when the parameters are set in

interzone II described in theorem 1, from formula 8 we know that the velocity of

particle convergence is determined by W , with these two parameter settings, the

particle velocity won’t attenuate rapidly, and their cluster-degrees are close to the first
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Table 1. With different cluster-degree, normal running and velocity compensation strategy, the
average result of 10 experiments. Dimensions of four benchmark function in this table are 30
and max iterative times are 2000.

No. Paras Velocity Com- fi fs fo fu
pensation

1 w=0.729 No <le-8 32.23 <le-8 <le-8
¢;=1.49445
¢,=1.49445 Yes <le-8 21.44 <le-8 <le-8
x =0.8021

2 w=0.8 No <le-8 30.24 <le-8 <le-8
c/=12784 Yes <le§ 2098  <le8  <le8
c,=1.2784
x =0.8019

3 w=0.9 No <le-8 34.85 <le-8 <le-8
¢;=0.7942
¢,=0.7942 Yes <le-8 21.72 <le-8 <le-8
x =0.8016

4 w=0.1 No 295.37 2069.63  44.635 125.52
¢;=1.8568
o= 1.8568 Yes <le-8 33.879 3.5¢e-4 <le-5
x =0.8017

5 w=0.2 No 141.69  1980.23 33.84 119.37
¢;=1.8711
c,=1.8711 Yes <le-8 31.56 2.7e-4 <le-5
x =0.8022

6 w=0.2 No 2564.3 245362  452.35 856.21
¢;=2.1851 5 9
c,=2.1851 Yes 2487.3  20336.7  266.87 795.54
x =0.5 3 6

7 w=0.729 No 254.13  984.65 86.35 231.42
¢;=1.2995
¢,=1.2995 Yes 23.14 206.89 46.25 10.21
k=12

group. From the experimental data find that these two groups of parameters get ideal
searching results, which indicates that under the premise of reasonable particle veloc-
ity v attenuation, same cluster-degrees have close searching results. Under the direc-
tion of this analysis result, we found many parameters in the interzone w > (0.729
which can get better searching results, here, we don’t enumerate them all.

For the fourth and fifth group of parameters, the cluster-degree is close to the first
group, but the w value is relatively small, according to formula 8, the particle’s

velocity attenuates more rapidly, so the searching result is not satisfied. Take advan-

tage of the following compensation strategy: when the iteration times ¢t <—1T , and
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dims
Z| v, I<le—4, reset v,, let v, = rand(0,1), here T is the maximum of the itera-
i-1

tion times, and V; is the ith component of the particle’s velocity V. With these two

groups of parameter setting, using velocity compensation strategy, get better solutions
too. But the searching efficiency is slightly low.

The cluster-degree of the sixth group of parameters is 0.5, the searching result is
bad in normal condition, and the result has not any essential improvement with the
velocity compensation strategy, which means that when the cluster-degree is small,
the particles distribute dispersedly in the searching space and can’t search effectively,
the velocity compensation can’t solve the problem of particle dispersing. So the
searching result can’t be improved.

The cluster-degree of the seventh group of parameters is 1.2, the searching result
isn’t satisfactory, after taking advantage of velocity compensation strategy, searching
result is improved slightly, which means that the particle with parameters with large
cluster-degree can not get satisfactory solutions.

Setting the particle parameters to keep suitable cluster-degree is the necessary con-
dition to get ideal searching result, and under the premise that the cluster-degree is
reasonable, the attenuation velocity of particle velocity v should also in a reasonable
range, when the attenuation velocities of v are close, the searching results of close
cluster-degree are also close.

4 Conclusion

This paper gives a more complete analysis of PSO. The necessary condition of the
particle convergence was given under certain condition, which complements the pre-
vious research. Based on it, proposes the cluster-degree concept, the distribution
status was studied by this concept, and gives the reasonable cluster-degree range and
more concrete parameter setting interzone. At the same time, propose the particle
velocity compensation strategy during the running process. The strategy can improve
the searching performance of PSO when the cluster-degree is a bit large or reasonable
but the velocity v attenuates too fast. It is helpful for the choosing and adjustment of
PSO parameters in practical application.
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Abstract. The Pareto set (PS) of real multi-objective optimization problems
(MOPs) are often unknown and complex, so, it is significant for multi-objective
evolutionary algorithms (MOEASs) to solve complex PS MOPs (CPS_MOPs
namely). In this paper, we combined Latin hypercube sampling (LHS) with
MOEA, proposed a LHS based MOEA (LHS-MOEA). We suggested two kinds
of LHS-MOEA, in which LHS local search and evolutionary operator are com-
bined to handle CPS_MOPs. Through some experiments, the results demon-
strate that LHS-MOEA performs much better than the traditional prevalent
MOEA — NSGA-II in solving CPS_MOPs.

Keywords: Multi-objective Evolutionary Algorithm, Latin Hypercube Sam-
pling, Complex Pareto Set, Local Search, Evolutionary Operator.

1 Introduction

Till now, most studies about multi-objective evolutionary algorithms (MOEAs) have
been focused on objective space (OS), little attention concerned on decision space
(DS). But in real cases, Pareto set (PS) in DS are often unknown and complex. There-
fore, it is significant for MOEAs to solve complex PS multi-objective optimization
problems (CPS_MOPs). Traditional MOEAs, such as, NSGA-II [1], SPEA-II [2],
PAEA [3] et al, are effective on solve simple PS MOPs, but some studies [4] found
that it is hard for traditional MOEAs to solve CPS_MOPs. Because there is serious
degradation when use traditional MOEAs to solve CPS_MOPs. In order to prevent the
degradation, we combined a famous sampling method — Latin hypercube sampling
(LHS) with MOEA, proposed a LHS based MOEA (LHS-MOEA), in which LHS
local search and evolutionary operators are suggested. Individual based LHS-MOEA
(LHS-MOEA/T) and population based LHS-MOEA (LHS-MOEA/P) are realized.
Compared with the traditional prevalent MOEA — NSGA-II, the experimental results
demonstrate that LHS-MOEA is an effective algorithm in solving CPS_MOPs.

The rest of this paper is organized as follows. In section 2, some issues about
CPS_MOPs are discussed. Two kinds of LHS-MOEAs are realized in section 3. In
section 4, CPS_MOPs obtained by linear variable linkages and nonlinear variable
linkages are tested with NSGA-II, LHS-MOEA/I and LHS-MOEA/P. The experimen-
tal results are briefly analyzed. Section 5 gives the conclusions.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 107-116, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Some Issues of CPS_MOPs

CPS_MORP is a special kind of MOP. For the PS of CPS_MOP is more complex, it is
more difficult for MOEAs. In this section, some issues about CPS_MOPs are discussed.

2.1 Problem Description

A universal definition of MOPs can be given as follow:

Min 7(X)=(f,(X). (XD, £,(X)) €))
2(X)20,(i=12,...k) 2
h(X)=0;(=12,..,01) 3)

where f(X) is the objective vector, r is the dimension of objectives, (2) and (3) are
equality-constraints and inequality-constraints, X =( X5 Xy s x") is variable vector, n
is the dimension of variables, X e Q, Qc R" ,where Q is the feasible space, then,
F:Q—II, IIC R, I is the objective space.

The task of optimization of MOPs is to find Pareto solutions X" =(x],x;,...x)). In
MOEAs, Pareto solutions of current population are often called non-dominated solu-
tions and the Pareto solutions set is often called non-dominated set (NDS). Curve of
NDS painted in the objective is named as Pareto front (PF). PFr,, is the true Pareto
front of MOP.

As one special kind of MOPs, CPS_MOPs have all characters of MOPs. But the PS
of CPS_MOPs is more complex. In this paper, CPS_MOPs can be obtained by vari-
able linkages (variable linkages will be discussed in section 2.3).

2.2 Degradation in Traditional MOEAs

Most traditional MOEAs are effective in solving MOPs with simple PS, such as: ZDT
series [1, 5-7] (e.g. PS of ZDT1: all variables equal to zero except the first variable),
but a study [4] found that it is hard for traditional MOEAs to solve CPS_MOPs.
When use traditional MOEAs to solve CPS_MOPs, degradation will produced (Fig. 1
and Fig. 2). As shown in figures, the population shown in Fig. 1 is close to PS, but the
next population in Fig. 2 is far away from PS again in traditional MOEAs.

2.3 Variable Linkages

CPS_MOPs are obtained by variable linkages [7] based on ZDT series. Variable link-
ages used in this paper are linear variable linkages and nonlinear variable linkages
which can be described as follows. Some detailed information about this issue, one is
refer to [7,8].

(1) Linear variable linkages

Let x, invariable, replace x, (i=2,...,n) by x, —x,.
(2) Nonlinear variable linkages

Let x, invariable, replace x, (i=2,...,n) by x? —x, .
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3 LHS Based MOEA(LHS-MOEA)

As discussed in above paragraphs, we realized that to prevent degradation is the key
point to solve CPS_MOPs. In this paper, we combined LHS with MOEA, proposed a
LHS based MOEA (LHS-MOEA), in which LHS local search and evolutionary op-
erator are combined to generate next population.

3.1 LHS Local Search

LHS first proposed by Mckay et al [9]. It is a hierarchical sampling method which has
been applied widely. Suppose a hypercube: x' e [x],x!];(i =1,2,...,n) ,» sample size is H,

n is the dimension of variables. Algorithm 1 shows the process of LHS.
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Fig. 3. Example of LHS

Algorithm 1: LHS

Step 1. Divide every interval [x/,x'] into exactly H equal intervals. Then, the hyper-
cube is divided into H" small hypercubes.

Step 2. Generate a matrix Ae I, I is an aggregate of all integers. Every row is a
random arrangement of [1,2,..., H]. Then, every line of matrix A is a small hy-
percube which is be selected. Follow this rule; we can select H hypercubes.
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Step 3. Generate a sample randomly in every selected hypercube, and then, H samples

are generated.
Fig.3 shows an example of LHS, in which: » = 2; H = 10; and

(5271941068 3)
56718102493
An important characteristic of LHS is that one and only one sample can be generated
in every line and row. Obviously, LHS can obtain a set of uniformly distributed sam-
ples. Some researchers call LHS as a “space filling design”. In this paper, LHS is used
for local search for LHS can exploit a neighborhood effectively. For an individual X
in the population, LHS local search is executed in individual’s d-neighborhood. Algo-
rithm 2 gives the procedure of LHS local search. Individual’s é-neighborhood B;is a

hypercube which can be defined as follows:

(Individual’s 6-neighborhood): Suppose X is an individual in the population. Then,
the d-neighborhood: B; ={Z | 7, € [x, - 5, x, + 5,1}

where X =(x,x,,...,x,) ,0 is the neighborhood radius, Z=(z,z,,..,z,) >
6=(5,,0,,...,8,) - So, By is a hypercube with length of sizes equal to 2J and the cen-

tral of B; is X.

Algorithm 2: LHS local search

LHS local search is a procedure which use algorithm 1 generate H sample individuals
in d-neighborhood of individual X.

Algorithm 3: LHS-MOEA/I
Begin:
t=1;

Initialize; set evolutionary generation (G), population size (N), neighborhood radius (8), propor-
tional coefficient (p), Crossover probability (P.), Mutation probability (Pn), Sample
size(H);

Initialize population P(t); mergePop = ®;

Rank_Pop(Pop(t));

While (t <=G)

{
k=1;

While (k <= p*N)
{// this while loop is for LHS local search

Select an individual X from P(t) with tournament selection;

If(X.rank == 1)

set neighborhood radius of X as 9;
Else
set neighborhood radius of X as 29;
Use LHS local search (algorithm 2) generate H sample individuals in the neighbor-
hood of X, and merge those individuals into mergePop;

k=k+1;
W/ end while(k <= p*N)
Use evolutionary operator generate (1-p)*N individuals based on P(t), and merge those in-

dividuals into mergePop;
mergePop = mergePop U Pop(t); 1/ elitism is realized here
Rank_Pop (mergePop);
Pop (t+1) = New_Pop (mergePop);
mergePop =0;
t=t+1;
}/ end while (t <=G)
End.
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3.2 Individual Based LHS-MOEA

In this paper, we designed LHS-MOEA/I and LHS-MOEA/P. In the process of LHS-
MOEA/I, one part of next population (proportion is p) are generated by LHS local
search and another part (proportion is 1-p) are generated by evolutionary operator.
Here, evolutionary operator includes: tournament selection, simulated binary cross-
over [10, 11] (SBX) and polynomial mutation [12]. Algorithm 3 shows the proce-
dure of LHS-MOEA/I.

In algorithm 3, the size of P(t) is N, the size of mergePop can be calculated as follows:

| Merge_Popl=p*N*H+(1-p)*N+N 4)
=H-D*p*N+2N

Two important operators of MOEAs are described in algorithm 4 and algorithm 5.
Algorithm 4: Rank_Pop(P)

Step 1. i=1;
Step 2. Construct NDS for sub-population of P, in which all individuals’ rank has not
been assigned. Set non-dominated solutions’ rank as i in the sub-population;
Step 3. If all individuals’ rank in population P has been assigned, end algorithm 4.
Else, keep on;
Step 4. i = i+1; got to Step2;
Algorithm 4 gives a method for finding NDS and ranking a population. Algorithm 5
shows a procedure for construct a new population from an old population. Here, new
population is P(¢+1), old population is mergePop.

Algorithm 5: New_Pop (mergePop)

Step l.i=1; P(t+1) =D;

Step 2. Suppose N; is the number of individuals in population mergePop whose rank
equal to #, then, (1) If IPop(t+1)l+ N; <N, copy those N; individuals into popula-
tion P(t+1), go to Step3; (2) If |Pop(t+1)I+ N; >=N, sort those N; individuals
based on crowding distance [1]. Copy N-IPop(t+1)| individuals which have the
larger crowding distance into population P(t+1), return P(t+1), end algorithm 5;

Step 3. i = i+1; goto Step2;

3.3 Population Based LHS-MOEA

In LHS-MOEA/P, LHS local search and evolutionary operator are used to generate
next population alternately. Algorithm 6 shows the procedure of LHS-MOEA/P.
In algorithm 6, the size of P(z) is N, the size of mergePop can be calculated as follows:

| Merge_Popl=N*H +N =(H+1)*N &)

3.4 Analysis for LHS-MOEA

In algorithm 3 and algorithm 6, if a selected individual for LHS local search is a non-
dominated solution, set the neighborhood radius as 9, else, set the neighborhood ra-
dius as 29. In this way, LHS-MOEA can search more excellent individuals in smaller
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neighborhood of non-dominated solution so that the convergence can be improved.
And LHS-MOEA can generate individuals with diversity in a larger neighborhood of
dominated solution so as to prevent immature convergence.

Algorithm 6: LHS-MOEA/P
Begin:
t=1;
Initialize; set evolutionary generation (G), population size (N), neighborhood radius (3), Cross-
over probability (P.), Mutation probability (Pn), Sample size(H);
Initialize population P(t); mergePop = ®;
Rank_Pop(Pop(t));
flag = 0; /170" for evolutionary operator, “1” for LHS local search
While (t <=G)

If (flag == 0)
{//use evolutionary operator generate next population
Use evolutionary operator generate N individuals based on P(t), and merge those
individuals into mergePop;
flag =1;

}
Else If (flag == 1)
{// use LHS local search generate next population
While (k <=N)
{// this while loop is for LHS local search
Select an individual X from P(t) with tournament selection;
If(X.rank == 1)
set neighborhood radius of X as §;
Else
set neighborhood radius of X as 29;
Use LHS local search (algorithm 2) generate H sample individuals in the
neighborhood of X, and merge those individuals into mergePop;
k=k+1;
W/ end while(k <= N)
flag = 0;
}
mergePop = mergePop U Pop(t); 1/ elitism is realized here
Rank_Pop (mergePop);
Pop (t+1) = New_Pop (mergePop);

mergePop =0;
t=1t+1;
}// end while (t <=G)

End.

There are some obvious discrepancies between LHS-MOEA/I and LHS-MOEA/P.
But a common character in two LHS-MOEAss is the combination of LHS local search
and evolutionary operator, which is the key difference between LHS-MOEA and
traditional MOEAs.

LHS-MOEA can prevent the degradation in solving CPS_MOPs for two reasons: (1)
LHS local search assure that a population which is close to PS do not apart from PS again
and it can also exploit promising areas. This operator can prevent degradation and accel-
erate convergence. (2) Evolutionary operator can explore new areas in search space. This
operator can maintain population’s diversity so as to prevent immature convergence.

4 Experiments and Results

In this section, 4 CPS_MOPs are tested with three MOEAs: NSGA-II, LHS-MOEA/I
and LHS-MOEA/P. NSGA-II is one of the most famous and prevalent traditional
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Table 1. Parameter settings

Evolutionary generation Population size Neighborhood Proportional
(&) N(2D;3D) radius &, (i=1,...,n) coefficient(p)
500 200;300 0.05 0.5
Crossover probability (P.) Mutation probability(Py,) Sample size(H)
0.9 1/n 2n

MOEA. The parameters settings of experiments for three MOEAs are listed in table 1.
Italics in the table are only for LHS-MOEAs.

A larger evolutionary generation (G) and population size (N) are used so that three
MOEAs can evolve fully. 2D and 3D denote 2-ojective and 3-objective. n is the di-
mension of variable vector.

4.1 Performance Metric

Here, we introduce a new performance metric: Inverted Generational Distance (IGD):
this metric is designed for both convergence and diversity. IGD is shown in (6).

> d(v.P)
IGD =< (6)

P

where P* is a set of uniformly distributed points in PFr.., P is the NDS obtained by
MOEAs, d(v,P) is the minimum Euclidean distance between v and the points in P. If
[P*| is large enough to represent PFr,. very well, IGD could measure both the diver-
sity and convergence of P in a sense. To have a low value of IGD, P must be very
close to the PFr,,. and cannot miss any part of PFr... In our experiments, we set [P*|
as 500. IGD has been recently used by some researchers [4,13], as its name suggests,
it is an inverted variation of the widely-used generational distance (GD) performance
metric [14]. The GD can only represent the average distance of the points in NDS to
the PFry,., but cannot effectively measure the diversity of the NDS.

Table 2. Test problems of CPS_MOPs

CPS Objective functions Characters
_MOPs
f)=x; f(X)=g=(f,/£)) Convex,  n=20;
Fl . xefo1" , Linear
§(X) =149 (x,—x) [(n=1) variable linkages
[ =x; fo(X)=g(=(f,/8)") Concave, n'=2();
F2 Xe[o,1]" , Linear

g(X)=1+ 92 (% =x)* f(n=1) variable linkages

Convex, n=20;

(X)), £,(X) are the same to F1; g(X) = 1+9§(Jg1 7x,)1 /(n—1) X[ » Nonlinear

F3
variable linkages

F,00, £,(X) are the same to F2; g(X)=1493 (x = x)> /(n—1) n=20; xe[o.1r
F4 i Nonlinear  variable

linkages
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4.2 Test Problems

Test problems of CPS_MOPs are listed in table 2. Those CPS_MOPs are obtained by
variable linkages based on ZDT1 and ZDT2.

4.3 Experiments Results and Analysis

Fig.4-Fig.7 shows PFs of F1-F4 obtained by NSGA-II, LHS-MOEA/I and LHS-
MOEA/P. For all CPS_MOPs test problems (F-F4), NSGA-II can only find a small
part of PFry,., a majority of PFr,. are missed. Especially, for F4, all non-dominated
solutions obtained by NSGA-II are crowded in a small part of PFy,.. However, both
LHS-MOEA/I and LHS-MOEA/P obtain PFs which can almost cover with the whole
PFr and can obtain good convergence. In additional, NSGA-II can find more non-
dominated solutions in PFr.,. on CPS_MOPs (F1,F2) based on linear variable link-
ages than CPS_MOPs (F3,F4) based on nonlinear variable linkages. It means that
nonlinear variable linkages make PS more complex and traditional MOEAs are be-
coming less effective with the PS becoming more complex.

-~ PR,

e PR,
LHS-MOEA/! g

LHS-MOEA/P.

(2) NSGA-II (b)LHS-MOEA/I (c) LHS-MOEA/P

Fig. 4. PF of F1 use three MOEAs

104 = — PR, 10 = PP 101 S ~ PR,
NSGAI . LHS-MOEA/! e LHS-MOEA/P

00 02 4 08 08 10

(c) LHS-MOEA/P

00 02 04 08 08 10

(a) NSGA-II (b)LHS-MOEA/I

Fig. 5. PF of F2 use three MOEAs

A qualitative analysis for three MOEAs is given in above paragraphs. In order to
give a quantitative analysis, we run NSGA-II, LHS-MOEA/I and LHS-MOEA/P 20
times on F1-F4. Mean IGD are listed in table 3. Bold numbers in the table are mini-
mums. Apparently, mean IGD obtained by LHS-MOEA/I, LHS-MOEA/P are much
less than NSGA-II, and mean IGD obtained by LHS-MOEA/I almost the same as
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LHS-MOEA/P. In a word, experimental results show that LHS-MOEAs is much more
effective than NSGA-II in solving CPS_MOPs.

Table 3. Mean IGD (20 independent runs of NSGA-II, LHS-MOEA/I and LHS-MOEA/P)

F1 F2 F4 F5
NSGA-II 0.097694 0.197088 0.245640 0.565686
LHS-MOEA/I 0.006012 0.005956 0.006704 0.006251
LHS-MOEA/P 0.006685 0.005923 0.008765 0.246300

LHS-MOEA performs much better than traditional MOEA in CPS_MOPs, but any
algorithm is impossible to excel other algorithms in all aspects according to David’s
No Free Lunch theorems (NFL) [15]. There is no exception for LHS-MOEA. LHS-
MOEA needs sampling in individuals’ neighborhood and those sampled individuals
need fitness evaluations, which will increase time complexity accordingly.

5 Some Conclusions

In this paper, we proposed a LHS based MOEA (LHS-MOEA), in which LHS local
search and evolutionary operator are combined to prevent degradation in the process
to generate next population. In LHS-MOEA, LHS local search is used to exploit
promising areas and evolutionary operator is used to explore new areas in search
space. We achieved two LHS-MOEAs: LHS-MOEA/I and LHS-MOEA/P. Through
experiments on 4 CPS_MOPs test problems, the results demonstrate that LHS-MOEA
performs much better than traditional MOEA: NSGA-II in solving CPS_MOPs.
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Abstract. Wireless sensor networks (WSNSs) consists of unattended sensors
with limited storage, energy (battery power) and computational and communi-
cation capabilities. Since battery power is the most crucial resource for sensor
nodes, the energy prediction and the shortest path is special important. In this
paper, we present an energy-predicted shortest routing tree algorithm (EP-SRT)
for wireless sensor networks. it improves energy utility by changing the activity
of wireless communication module of sensor nodes, energy prediction model
and state transition of sensor nodes, while employs clustering and the principle
of Prim and Djkstra to build the shortest routing tree to prolong network life-
time. Simulation results show that EP-SRT performs better than MIP and SRT
algorithm with high-density deployment and high traffic.

Keywords: Energy-predicted, shortest routing tree, wireless sensor networks.

1 Introduction

Wireless sensor networks are those in which nodes are low-cost sensors that can com-
municate with each other in a wireless manner, have limited computing capability,
and memory and operate with limited battery power. These sensors can produce a
measurable response to changes in physical conditions, such as temperature or mag-
netic field. The main goal of such networks is to perform distributed sensing tasks,
particularly for applications like environmental monitoring, smart spaces and medical
systems. .

There have been extensive studies on routing in wireless networks in recent years.
The procotol proposed in [1] is only give a prediction-based energy map for wireless
sensor networks, but not consider the shortest routing path. The work proposed in [2]
obtains the energy map of sensor networks by using an aggregation-based approach.
Energy prediction and routing algorithm was considered in [3], using remainder en-
ergy to select routing from source node to Sink, but don’t consider the shortest path,
easyly have postpone transmittion and waste energy. The Minimum Incremental
Power (MIP) in [4] do not consider the optimal routing. Distributed algorithms to
form sparse topologies containing minimum-energy routes were proposed in [5], [6].
Shortest path tree algorithm is proposed in [7], but do not consider the energy
predicted.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 117-124, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we propose the ideas of energy-predicted and the shortest routing
tree. There are situations in which a node can predict its energy consumption based on
its own past history. If a sensor can predict efficiently the amount of energy it will
dissipate in the future, it will not be necessary to transmit frequently its available
energy. This node can just send one message with its available energy and the pa-
rameters of the model that describes its energy dissipation. With the help of clustering
and shortest routing tree to prolong network lifetime, clustering includes partitioning
stage and choosing stage, namely, partition the multi-hop network and then chooses
cluster-head which is responsible for receiving, sending and maintaining information
in its cluster. Then all cluster-heads will build a shortest routing tree to save energy
and shorten path. Simulation results show that the system’s performance have further
improved by using clustering and shortest routing tree than MIP and SRT, It is a
promising approach and deserves more future research.

2 Network Model

2.1 Energy Prediction Model

In order to predict the dissipated energy, we studied a probabilistic model based on
Markov chains. In this model, each sensor node can be modeled by a Markov chain.
In this case, the node operation modes are represented by the states of a Markov chain
and, if a sensor node has M operation modes, it is modeled by a Markov chain with M
states. Using this model, at each time the node is in state i, there is some fixed
probability, Pij, that, in the next time-step, it will be at state j. This probability can be
represented by Pij=P { Xm+1=jIXm=j}. We can also define the n-step transition prob-

ability, Pij(n), that a node currently in state i will be in state j after n additional transi-
i

tions " as formula (1):
(n) M (r) (n—1r)
Pij = X - Pip Py (1)

(<Or<n).

With the knowledge of probabilities Pij(n) for all nodes and the initial state of each
node, it is possible to estimate some information about the network that can be useful
in many tasks. In this work, we will use these probabilities to predict the energy drop
of a sensor node. The first step to make this prediction is to calculate for how many
time-steps a node will be in state s in the next T time-steps. If the node is in state i, the
number of time-steps a node will stay in the state s can be calculated by:

T (1)
oo Py
remains one time-step in state s, and the node is currently in state i, then the expected

amount of energy spent in the next T times, ET(i) as formula (2):

. Also, if Es is the amount of energy dissipated by a node that

T ()= % (g P,.g”)x Es )

s=1 \r=1
Using the value ET(i), each node can calculate its energy dissipation rate AE: AE =
ATI/T. AE mean the average consumption energy in every time-step for the next T
time-steps''.Each node then sends its available energy and its AE to the monitoring
node. The monitoring node maintains an estimation for the dissipated energy at each
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node by decreasing the value AE periodically for the amount of remaining energy of
each node. The better the estimation the node can do, the fewer the number of mes-
sages necessary to obtain the energy information and, thus, the fewer the amount of
energy spent'!l,

2.2 State Transition Model

The energy dissipation in wireless sensor networks have three model: sensor model;
procession model; wireless radio model '°’.In order to prolong network lifetime, nodes
in the SRTA have various operation modes with different levels of activation and,
thus, different levels of energy consumption. We put forward the new state conver-
sion model which have flag of valve which depend on the EPGR state model. In this
model, each node has six operation modes: mode 1: sleeping-sensing off and radio
off; mode 2: sensing -sensing on and radio off; mode 3: receiving sensing on and
radio receiving; mode 4: transmitting -sensing on and radio transmitting; mode 5:
listening - sensing on; mode 6: long sleeping- sensing off and radio off for ever ,no
responding. The transitions between these modes are described by he diagram of
Fig. 1. In that diagram, the operation modes are represented by states sleeping, sens-
ing, receiving, transmitting, determining and long sleeping.

b
¥
: energy informations| .
) * ¢
| slesping I Flag=0«
off | off | g |off
¥. Transmitting ove [} ol
S Tz overe
@fﬂ  Tiover> Jong sleepings
nformatione o off | offe
- informatio
ligtening+ CHErEy
Wovy on o (mlle | Tjovere | informations
Info receives . “‘:\
— Tiovere " )
1esejyinge sensinge
on rECEfVE: on | offe

Fig. 1. Node’s state transition model. This shows the node’s state transition process from one
to another. where Ts is a sleeping timer, Ti is listening timer, Tj is a sensing timer.

The diagram of Fig. 1 shows the ‘‘commands’’ performed along the path (transi-
tion) between states””. It means that whenever a node changes its state-based energy
dissipation model to current state it performs tests and actions until the new state is
reached. “sleeping’’—determines whether the node will sleep or not; The ‘‘receiv-
ing’’ test depends also on the characteristics of the event. Its value is influenced by
the degree of cooperation needed by the application. The ‘‘sensing’’ test is called only
if there is no event in the area of the node. If no event happens, this test will depend
on the degree of coverage needed by the application. In the “transmitting” state, if
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flag=0, then sensing off and radio off and node convert to long sleeping; if flag=1,
then convert to the transmitting. The “listening” test determines whether a new sens-
ing event is present; the long sleeping denotes the node never respond any event.
“Timer’’ is an action that starts a timer. The outcome of each test depends on a prob-
abilistic parameter associated with the test. These transitions try to capture the behav-
ior of a sensor node, specially in terms of energy consumption.

3 Energy-Predicted Shortest Routing Tree Algorithm

In this work, we consider the wireless networks where all nodes in the network are
homogenous and energy constrained, and each node can directly communicate with
any node in given area. In this environment, instead of using a flat configuration,
adopting the clustering approach can statistically multiplex many connections into a
few paths so that the overall interferences can be reduced with well-controlled access.

3.1 Building Cluster Head

The process of constructing cluster-head is comprised of two phases, as illustrated
below:

(1) Initial phase: First, partitions the multi-hop network and then chooses cluster-
heads with the following stages''":

Partitioning stage: Every node i maintains a triplet: a unique identification ID(i), a
cluster identification to which i belongs ,CID(i),and its remaining energy, Crp(i).
Such information is exchanged by a MAC layer protocol and thus can be obtained by
the neighbors within one-hop distance. By using the first two values, CHEP partitions
the multi-hop network into clusters according to some distributed clustering
algorithm.

Choosing stage: Every node within a cluster sends its remaining energy Crp(i), to
the cluster-head to which it belongs. The cluster-head, upon receiving the power in-
formation choose the node with the maximum power as the new cluster-head and
broadcasts the decision to its member. From now on, he cluster-head become a nor-
mal member, which listens to the messages from the new head just like the other
members. (2) Re-clustering phase: When the energy of a cluster-head is lower than
threshold, a cluster-head switches its role back to a node with the most residual power
within the cluster. Since the power information is maintained by the cluster-head, this
can be done easily with broadcasting message, and none of the distributed algorithms,
such as those for the initial phase.

3.2 Building Shortest Routing Tree

With the principle of Prim and Djkstra, we set V nodes in WSNs, so we can complete
routing tree in |VI-1 step. this network is represented by a undirected graph G=
(V,E,W)where nodes in the set V represent the cluster-head and edges (i,j) where i<
V and jEV, in the set E denotes that the two cluster-heads i and j are in the commu-
nication range of each other and can transmit a packet to each other. The weight
W(,j) associated with an edge (i,j) € E indicates the cost(in terms of energy
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consumption) of communication between the two cluster-heads i and j. In order to
expe-diently explain, we suppose sets of P,S,TE, thereinto, P= {vlv is a node in the
shortest routing tree}, S=V-P,TE= {(u,v)I(u,v) is a edge in the shortest routing tree},
suppose W ; is the minimum coefficient, namely, is the countdown of the sum from
Sink to vi in the shortest tree, Wy is save in the cluster-head i,

The concrete description of building shortest routing tree is as follows:

(1) Initialization: First solve the shortest tree which Sink is the root, set r=0,
Wiink=0, Wy=2°,i=1,2,...n.P= {Sink} , S= {vjliis 1,2,.n} ,TE= {}.

(2) Find out all edges which Wj; is greater than Q, intherinto, v &P and v;<S,Q
is the threshold, then select a edges Wiy, which Wi0,j0 is maxi-
mum(thereinto v;y&P and v;y&S), and vj, will insert into P. then find out all
edges Vi,j which vi is in P and is the neighbor of vjyand connected with vj,
thereinto i=1,2,....k.

(3) Find out the minimum coefficient W jp, which (v;,vjp) is a edge, then set
P=PU {vjo} ,S=S— {vj} ,TEETEU {(v;,vo)} .

(4) If S is empty, then end; else r=r+1 and goto (2)

3.3 Energy-Predicted Shortest Routing Tree Algorithm

The Fig?2 is the energy-predicted shortest routing tree algorithm:

{1 )indtialization;
{2build the cluster-head :
{ partition network
choose cluster-head,;
H
(30if partition is successful then
{ (4) baild the shortest routing tree;
(5} if building is successful then
{ (6)listening;
{Tif there iz a event then
{ (2) processing;
(97 energy prediction;
(10} if discretionary node will exhanst then goto (23,
(11} else goto (&)
b

b
(12 else goto (13
H
{13) else end,

Fig. 2. Flow chart of energy-predicted shortest routing tree algorithm

4 Simulation Results

In this paper, simulations are given for the algorithm and the results compared with
that of MIP and SRT. The following experiments are implemented: the partition of
nodes to clusters; energy prediction and building the shortest routing tree. Inthereinto,
energy consumption when Eelec is changed from 10nJ/bit to 100nJ/bit and the
diameter D of the nodes field is changed from 100m x 100m to 1000m x 1000m; 500
nodes randomly distributed in a square, 500 nodes with equal initial energy and radio
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radius are independently generated and randomly distributed, tasks are generated
randomly, Their connections are decided by distance. The same topology is used for
all simulated protocols (or algorithms) like MIP, STR and EP-SRT. In EP-SRT,
according to formula (2) to predict energy, then partition network and building short-
est routing tree. The succedent diagrams show that EP-SRT performs better than MIP
and SRT algorithm for wireless sensor network with high-density deployment and
low traffic.
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Fig. 3. Total energy consumption of EP-SRT, MIP and SRT
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Fig. 4. Total energy consumption of different density.

Fig.3 shows that the total energy consumption is linear growth with the time. we
can see that the total energy consumption of EP-SRT is slowly growth, while MIP is
quich growth, so EP-SRT algorithm can prolong network lifetime.
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From the diagram of Fig. 4, we can see that there are considerable differences in
energy consumption among those three algorithms. When the node density is higher,
the total energy consumption is lower, EP-SRT can use energy prediction to reduce
energy cinsumption to prolong network lifetime.

5 Conclusions

In this paper, we propose the ideas of energy-predicted and the shortest routing tree.
There are situations in which a node can predict its energy consumption based on its
own past history. If a sensor can predict efficiently the amount of energy it will dissi-
pate in the future, it will not be necessary to transmit frequently its available energy.
This node can just send one message with its available energy and the parameters of
the model that describes its energy dissipation. With the help of clustering and short-
est routing tree to prolong network lifetime, clustering includes partitioning stage and
choosing stage, namely, partition the multi-hop network and then chooses cluster-
head which is responsible for receiving, sending and maintaining information in its
cluster. Then all cluster-heads will build a shortest routing tree to save energy and
shorten path. Simulation results show that the system’s performance have further
improved by using clustering and shortest routing tree than MIP and SRT, It is a
promising approach and deserves more future research.
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Abstract. Jason Lohn and his workmates in NASA Ames Research Center have
evolved an X-band antenna for NASA’s Space Technology 5 (ST5) mission
which is the first evolved hardware in space. However their approach did not put
too much attention on the efficiency of the evolutionary algorithm. Owing to the
flaw we employ GT Algorithm to tackle constraints and balance multi-objective
via normalization which makes evolution more efficient. Moreover we adopt a
kind of linear real-values code to describe the structure of antenna so that it is
easier to carry out genetic operations and control the size of the antenna. We have
evolved a wire antenna successfully via this approach and all the targets have
been meted.

Keywords: evolutionary antenna design, constrained multi-objective optimiza-
tion, evolutionary algorithm, GT algorithm.

1 Introduction

Communication, radar and remote sensing systems employ thousands of different types
of antennas, and it is increasingly important that antennas should be high-performance,
customized and with lower design cost. But traditional methods of antenna design by
hand are time- and labor-consuming with requirement of vast knowledge and experi-
ence on antenna design but limit complexity. Besides, even with the aid of simulation
technique and local optimization methods, the designers must provide an initial pro-
totype that should be very close to the final design. While evolutionary algorithms start
form several random designs without any initial guess and require the minimal amount
of information of design parameters. In addition evolutionary algorithms are robust
enough to search large design space without tapped into local optimum which would
easily occur in many traditional methods. Therefore evolutionary algorithms are quite
promising for automated antenna design.

Automated antenna synthesis via evolutionary algorithm has garnered more and
more attention and investigation since early 1990s, [1], [2], [3], including wire anten-
nas[4], antenna arrays[5], helical antennas[6], reconfigurable antenna[7] and so on.
Some of them are so novel and irregular that they seem unlikely to be achieved by
human beings.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 125-133, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Specially, on March 22, 2006, three Ames-developed evolved antennas were
launched as part of NASA's Space Technology 5 (ST-5) mission, and on June 30, 2006
the Goddard Space Flight Center (GSFC) -based mission completed operations with the
“flawlessly” performance of the antennas. It represents the first time an artificially
evolved object has flown in space which is one of the most convincing demonstrations
of using artificial intelligence to automatically design a useful structure. In this project
a kind of branching GA [8] was used. However there was not too much attention cen-
tered on the efficiency of algorithm. Their tree coding method is a little too complex so
as to tend toward invalid individuals and make genetic operators inefficient. Besides
there are too many parameters required to be tuned. So we would focus more attention
on increasing the efficiency of our algorithm.

As many other real world optimization problem, antenna design is a kind of con-
strained multi-objectives optimization problem involving several inequality and/or
equality constraints. The penalty methods are very popular to handle the constraints,
but it is difficult to find appropriate penalty parameters or constraints priority to guide
the search towards global optimum. [9], [10], [11] While GT Algorithm [12] adapt to
such kind of constrained optimization. Therefore we adopt GT algorithm to tackle the
constraints by adding discrete crossover and mutation to enhance its exploring ability.
Besides the management of multi-objectives is another difficulty in solving the antenna
optimization problem. In our approach we turn multi-objectives into a single objective
by normalizing all the values of objective function. Upon that we name the algorithm
Modified Normalized GT Algorithm (MNGTA).

Remaining parts of this paper will be organized as below: part 2 describes the details
of MNGTA, part 3 is our approach for the STS antenna design via MNGTA, part 4
includes the results of our experiment, and part 5 presents the conclusion.

2 Modified Normalized GT Algorithm (MNGTA)

A constrained multi-objective problem can be described or easily transformed into the
form as below:

Maximize  f,(x), f,(x)s., £, (X)

Subject to
gj()_c)SO j=12,....q
hi(x)=0 j=q+lLq+2,...k (1)

X={x=0x,xy ....x,) I, <x;, <u,}
I=(1,1, ..1,)
Uu=(u,u, ..., u,)

Here X is the decision variable, while [ and i are the lower and upper limits of X
respectively.
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2.1 The Main Framework

MNGTA adopts the framework of common steady state genetic algorithm as follows:
Randomly create a population P(t) of size N, and set the generation counter t=0;

REPEAT
For each individual X, in P(t) , i=1, 2,...,n:
{
execute offspring generation operator with output §,;
compare §; with X;.If 5, is not worse than X, , replace X, with §,;
}
t=t+1;
UNTIL evolution ends;
Print population and t.

2.2 Genetic Operator

Here the multi-parent crossover of GT Algorithm is adopted, at the same time modified
by adding discrete crossover and mutation. The genetic operator to generate an off-
spring §; of X, is as follows:

Step1. Randomly choose M different inciividuals X X P23 X pu from popula-
tion P(t), which are all different from X,

Step2. Multi-parent Crossover:

Randomly create with a, + a, +...+ a,, =1, in range -0.5<a,, a, ,...,
a,, <1.5,
Let §;=a, X, +a, X ,+..4a)y X,

Step3. Denote §;=(S;,S,5,...,5;, ), X;=(X;,X;5,...,X;,), P, Crossover prob-
ability, and p,, mutation probability. For each gene position j (1<j<n), do discrete
crossover and mutation:

Discrete Crossover: §;=X; with p,_;
Mutation: 8;=s with D> where s is arandom real number
€l u;]

Step4. The offspring created is §i =(8;, 858, )

> Yin

pl>

2.3 Management of Constraints and Multi-Objectives

In order to tackle several difficult constraints, we calculate the total violation. The total
violation of individual ?Ci is calculated as follows:
For each constraint j,

g, (X)), j=12...4q

Violationj()?i) = AN
‘hj(x,.),] =q+1,g+2,...,k

2

g)(x%) =max{0, g, (%)} 3)
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k
Violation(X,) = ZViolation_i (x,) 4)

Jj=1

The less violation is, the more excellent the individual )_Ci is.

On the other hand, to balance the different objectives we would design a single fit-
ness function by normalizing all the objectives instead of using their function values
directly.

Fitness(%,) = [101+ — -G =Min_J, (5)

=t Max_f,(X,)-Min_f +0

Min_ f, =min f,(¥) ©)
xeX

Max_ f, :maXfr()—C) (7
xeX

Here m is the number of objectives, and & is a very small positive value to avoid being
divided by zero when Min _ f, equals Max _ f . After breeding offspring, the
minimal and maximal values of all the objectives should be renewed which should

occur in each generation.
2.4 Comparison of Individuals

The comparison is based on the total violation and fitness. Considering two individuals
X, and X;, we define X; is better than X; if any of the following conditions is

satisfied.
a. Violation(x;) <Violation(x ;) or

b. Violation(X,) =Violation(X ;) and Fitness(x;) < Fitness(X )

3 STS Antenna Design via NMGTA

The researchers of NASA Ames Research Center have designed an evolved X-band
antenna for NASA’s Space Technology 5 (ST5) mission in 2003 which has became the
first evolved hardware in space. According to the requirement of ST5, we present a
more laconic approach and get satisfactory results.

3.1 Requirements of ST5

Table 1 presents the key requirements of STS antenna. Voltage standing wave radio
(VSWR) is the radio between the highest and lowest voltage in the signal envelope
along a transmission line. It is a way to quantify the amount of impedance mismatch at
the junction.
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Table 1. Key ST5 Antenna Requirements [13]

Property

Specification

Fransmit Frequency

8470 MHz

Receive Frequency

7209. 125 MHz

VSWR

<1.2: 1 at Transmit Freq
<1.5: 1 at Receive Freq

Gain Pattern

=0dBic, 40<< 0 <80, 0= ¢ <360
=-5dBic, 0= 0 <40, 0=t ¢ <360

Input Impedance 50 Q
Diameter <15. 24cm
Height <15. 24cm

Antenna Mass <16bg

3.2 Code of Antenna

129

Antenna structure starts with an initial feeder and several conductor wires following.
We use a linear real-values code to represent antenna geometric structure, since each
wire can be described as coordinates of its two terminals. For each wire its start point is
the same as the end point of the former wire. Besides we need a variable to represent the
radius of the wires. For convenience, all the radii are the same. A certain chromosome
is X =(r, 2o, X1, Y1, Z1» X2, Y2, Z2, X3, ¥3, Z3, Xd» Y4» Zas X5, Y5, Zs, Xe» Ye» Z)- The corre-
sponding geometric structure of antenna can be described as Table 2.

Table 2. Mapping of chromosome to geometric structure of antenna

Start Point End Point Radius
Feeder 0,0, 0) (0, 0, zo) r
Wire 1 (0, 0, zg) (X1, ¥1, 21) r
Wire 2 (X1, ¥15 21) (X2, Y2, 22) r
Wire 3 (X2, Y2, 22) (X3, y3, Z3) r
Wire 4 (X3, ¥3, 23) (X4, Ya, Z4) r
Wire 5 (X4» Y4» Z4) (Xs, s, Zs) r
Wire 6 (Xs, ¥s Z5) (X6, Yo Z6) r

According to the requirements about the geometric structure of antenna, the decision
space can be defined as X={ X10.0003<<r=<<0. 0005, 0. 001=<\z,<<0. 002, -0. 07<x;,
y;i<0. 07, 0.001=z=:0. 1}, whose unit is metric. With this code we can easily con-
trol the size of antenna and carry out genetic operators.
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3.3 Constraints and Objectives

According to the requirements of STS antenna, the two constraints are

{T_VSWR <12

®)
R_VSWR <1.5

T_VSWR and R_VSWR respectively indicate the VSWR at transmit and receive
frequency.

We take the performance of gain as both constraints and objectives.

The constraints on the gain are:

min_ 7T _ Gain_0_40>-5
min_ 7T Gain_40_80=0

) . )
min_ R_Gain_0_402=>-5
min_ R_Gain_40_80=20
min_ 7T _ Gain_0_40= min T _ Gaing(p (10)
0°<0<40°,0° <p<360°
min_7 _Gain_40_80= min 7 _Gain,, an
40°<0<80° ,0° <p<360°
min_ R_Gain_0_40= min R_Gaineq, (12)
0°<0<40°,0° <p<360°
min_R_ Gain _40_80= min R _Gainy, (13)

40° <6<80°,0° <@<360°

The formula (10) ~ (13) indicate the minimum power gain in specific direction indi-
cated by ¢, 0 angles in sphere coordinate at transmit and receive frequencies.

The two objectives on the gain are Maximization of both T_Gain and R_Gain, which
respectively indicate the sum of power gain in certain directions (40" < 8 < 80°) at
transmit and receive frequencies.

360° 80°
T _Gain = 2 ZT_GainH(p (14)

@=0° 6=40°

360° 80°

R _Gain = Z ZR_Gaineq, (15)

9=0°6=40°

Then the ST5 antenna design can be transformed into the problem of maximize T_Gain
and R_Gain subject to formula (8) and (9).
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3.4 Parameters Setup and Simulator

Population size: N=100
Number of Parents: M=5
Crossover probability: p_.=0.1
Mutation probability: p, =0.05

Stop condition: the violation of the best individual equls to zero and the number of
evaluations is less than the maximum number of evaluations which is 50,000.

We use Numerical Electromagnetic Codes, Version 2 (NEC2) [14], [15] to simulate
all antenna designs. An infinite ground plane approximation was used in the simulation.
It was found to provide enough accuracy while accelerating evaluation.

4 Results of the Experiment

We run MNGTA several times and get quite a few results. Here we only presented one
of them on account of the space limitation. The antenna structure is presented in
figure 1. The VSWP is shown in figure 2. In figure 3, 4 we give the curves of the
minimum and maximum gains at transmit and receive frequencies respectively. The
results has revealed that the evolved antenna meet all of the requirements of ST5 mis-
sion. The evolved antenna achieves high gain across a wide range of elevation angles
which would result in less power being required. In addition both VSWR of the antenna
at transmit and receive frequencies are such small that it do not require a matching
network or phasing circuit.

Y
Theta : 80 Axis : 0.01 mtr X Phi : 280

Fig. 1. The structure of one of the evolved antennas

However we have not build and test a prototype of the evolved antenna in real en-
vironment. But with the enough accuracy of the NEC the experiment has strongly
proved that MNGTA is capable of resolving the real antenna design problems in our
future work.
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Fig. 2. The VSWR of the evolved antenna in Figure 1
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Fig. 3. The maximum and minimum gain at 8470MHz and 7209MHz of the evolved antenna

5 Conclusion

We propose a novel evolutionary algorithm MNGTA to tackle the problem of ST5
antenna design which is a constrained multi-objective problem. The result of our ex-
periment shows that the evolved antennas via MNGTA meet all the requirements of
STS mission.

In contrast to the approach of NASA, our algorithm has some advantages as follows:

Firstly, the linear real-values code we adopt is more laconic so that it is easier to
carry out the genetic operations such as initialization, crossover, mutation, and so on
without any tendency towards invalid individual. At the same time, this coding method
is convenient to control the size of the antenna.

Secondly, the management on the constraints and stop condition make the result we
get would meet all of the requirements of ST for sure.

Lastly, there is no parameter or priority to be tuned via MNGTA which makes it
easily employed to other constrained multi-objective optimization problem almost
without any modification. Moreover it would not consume much time to tune the
parameters.
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Abstract. This paper presents a new approach integrated evolutionary optimi-
zation into cryptanalysis techniques. The idea that relies on key likelihood es-
timation and linearity approximation is used to design the fitness function model.
The experimental results indicate that the above techniques are effective to attack
the 49 bits key and the 42 bits key for DES cipher reduced to six rounds or less.
Furthermore, preliminary analyses indicate that the designing of fitness function
and the capability of resisting linear approximation are the key factors affecting
evolutionary cryptanalysis.

Keywords: Evolutionary computation, Evolutionary cryptanalysis, Likelihood
estimation, Linear approximation.

1 Introduction

The cryptanalysis technique adopting evolutionary computation (Evolutionary Crypt-
analysis) is the combination of evolutionary computation and cryptography, which is
the developing tendency for the automatization of cryptanalysis. In recent years, many
researchers investigate in the field of evolutionary cryptanalysis. In 1993, Spillman etc.
and Forsyth etc. showed that monoalphabetic ciphers could be attacked using Genetic
Algorithm (GA) [1] and Simulated Annealing Algorithm (SA) [2] respectively. Later,
many researchers such as Clark etc. [3] in 1998, Grundlingh etc. [4] in 2002, Uddin etc.
[5] in 2006 introduced Tabu Searching Algorithm (TS) and PSO (Particle Swarm Op-
timization) to that cryptanalysis. Clark etc. [6] in 1998 and Dimovski etc. [7] in 2003
applied Parallel Genetic Algorithm (PGA) in the cryptanalysis of polyalphabetic cipher
Vigenere. For the cryptanalysis of the simple transposition ciphers, Clark etc. [8] in
1994 and Dimovski etc. [9] in 2003 adopted GA/TS/SA, while Russell etc. and Toemeh
used Ant Colony Algorithm (AC) [10] in 2003 and GA [11] in 2007 separately. In
2006, Nalini adopted the intelligent analysis on S-DES cipher by the GA/TS/SA
methods [12].

Clark analyzed and described the research status and developing trend of intelligent
cryptanalysis systematically in 2004 [13]. From the existent achievements, intelligent
technique is mainly applied to the cryptanalysis of classical ciphers or simple cipher
algorithms [13], the primary reason for which is that the designs of fitness function for
classical ciphers are based on the simple linearity functions or language statistic
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property, easy for linearity approximation and mathematical model-building. However,
designs for modern ciphers generally meet the avalanche and the diffusion rule and the
key scheme is independent of the encryption and decryption process, so it is hard to
construct the mathematical models through plaintext, ciphertext and the cipher fea-
tures. Consequently, intelligent cryptanalysis for modern cryptography is quite a dif-
ficult and long-term task [13].

This paper presents a model of fitness function relying on key likelihood estimation
and linearity approximation, by which method we quantitatively analyze and experi-
ment on part keys whose length is 49 and 42 bits respectively in six rounds or less of
DES. We preliminarily demonstrate and analyze the impact of DES encryption with
different rounds on evolutionary cryptanalysis. Besides, we also present the complexity
of implementing brute force attack. The experimental results show that the design of
fitness function and the capability of resisting linear approximation are the crucial
factors for the effects of the evolutionary cryptanalysis. Compared with the reference
[14], our results are obviously superior.

2 Feistel Network and DES Cipher

2.1 Feistel Network and DES Cipher

Feistel network transforms any function (also called Round Function) into a permuta-
tion [15] and this structure is adopted by many block ciphers, such as DES, Camellia,
RC6 and Twofish etc. The typical features are presented below: the structure is com-
posed of many round functions and the decryption algorithm is the same as the en-
cryption one except that the key scheme is used in the reverse order.

The encryption process of r-round Feistel cipher with 2n-bit block length is as
follow:

(1) Given the plaintext P, as P=LyR,. L, and R, are the left and right n bits of P
respectively.

(2) Repeat the same operations of » rounds while combining data with key in every
round and L;R; (1<i<r) can be gained according to the following rules:

Li=R;
ey
Ri=L ® F(Ri; K
Where ® means the xor operation of two bit strings, F: GF(2)"xGF(2)"—GF(2)" is the
round function and K; is the subkey generated by the seed key K.

(3) Output the ciphertext C=L,R,. In the last round, permutation of the left and right
shouldn’t be taken.

DES is the most widely used block cipher so far. By encrypting 64-bit plaintext with
56-bit key, 64-bit ciphertext is created. 56-bit seed key K generates sixteen 48-bit
subkeys K; used in sixteen rounds. The decryption is performed adopting the same
algorithm while using the subkeys K; in the reverse order.
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2.2 Pattern Theorem and the Convergence of Evolutionary Algorithm

Definition 1 [16]. Pattern Theorem. The pattern H is called Pattern Order of the pattern,
recorded as O(H). The distance of the first and last positions bearing certain gene
values in pattern H is defined as Pattern Definition Length, recorded as é(H).

Theorem 1. Under the collaboration of selection, mating and mutation operator, the
genetic algorithm of Pattern Theorem [16] obtains the low-order, short definition
length. Moreover, the average fitness values will increase at exponential rate on the
condition that the values are higher than the swarm average ones.

Theorem 2 [16]. The probability that the basic genetic algorithm converges in the
optimal solution is less than 1.0.

Theorem 3 [16]. The probability that the genetic algorithm using the preserved optimal
individual converges in the optimal solution is 1.0.

Theorem 4. If there is a transformation (or intelligent optimization model) G{gk’:
M—C} being the fitness function f, the test key k' can be optimized. For N plain-
text-ciphertext pairs, given the set of all optimized keys K'={k;’, k,', k;',..., ky'}, if the
optimized key k;' can be selected from K’ at the probability p so that P(ki") >t for any k;'in
which ¢ is a varying integer according to research objects of different ciphers (1<t < n),
the complexity of implementing brute force attack on k;'is less thanp . N . C,"" . 2™,

2.3 Evolutionary Cryptanalysis on 14-Bit Key of 4-Round DES

The research productions and correlative documentations about DES evolutionary
cryptanalysis are relatively few. Laskari etc. [14] put up the intelligent cryptanalysis on
14-bit keys of 4-round DES using PSO technique in 2005, while the corresponding
search space of key is 2'*.

Biham and Shamir proved in 1991 that 42 bits out of 56 bits can be gained by dif-
ferential cryptanalysis, while the left 14 bits can be found by brute force attack on the
condition that the probability about 1-round differential feature of 4-round DES is
1.0[17]. Laskari etc. took evolutionary cryptanalysis on the above-mentioned 14-bit
keys by PSO method [14], transforming brute force attack of the left 14-bit keys into
intelligent search.

The design of Laskari’s fitness function is as follow [14]: Given 42 bits out of key’s
56 bits, suppose X is a 14-dimension vector, i.e. a test key of 14 bits. Suppose that np is
the amount of ciphertext pairs, decrypt np ciphertext pairs and calculate cnpy: the
amount of the decryption pairs meeting the plaintext-known differential condition. The
fitness function f satisfies:

S (X)=np—cnpx (2)

Based on the above fitness model, the average success rate of the experiments is ap-
proximately 99.3% when adopting 6 distinct keys and np is 20(50).
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3 GA Cryptanalysis on DES Cipher

3.1 Design of the Fitness Function

Suppose that M is the set of plaintexts, C is the set of ciphertexts, K is the set of keys,
the real key is k, the test key is k’ where k, k'€ K. Given any plaintext block M; € M, the
relevant ciphertext under the control of the real key k is C/, while the ciphertext gen-
erated by the test key k' is C,«k’ in which C,«k, C,-’“E C. L is the length of keys and the

fitness function f'is defined as:

fM K)=(L-Y H(Cf,CF)/L 3)

j=1
H denotes the Hamming Distance of the relevant binary strings, which depicting the
different bit amount of C,-k and C,«k '. B=L/8, i.e. the byte amount of L. For DES, L means
56 bytes.

The design of above fitness function bears certain universality, applicable for the
evolutionary cryptanalysis on other block ciphers. The Fitness Landscape (3) is acci-
dented leading to many partial optimal solutions. The value of fitness is not the criteria
for distinguishing the good or bad of the individuals in the swarm strictly. The value

can achieve the overall maximum 1.0 when k and k' are equivalents.

3.2 Definition of the Evolutionary Parameters

The evolutionary cryptanalysis on DES encodes in binary and every key embodies an
individual. The swarm is initialized in random way. As for the genetic operator, the
selection operation S/t adopts the optimal strategy, the crossover operation Crs adopts
multi-point crossover way and the mutation operation Mut adopts multi-point mutation
mode in which the crossover rate is between the area of 0.70 and 0.80 and the mutation
rate is 0.001. The swarm size is N, the generations of running is R and the amount of the
plaintext-ciphertext pairs is G.

3.3 GA Cryptanalysis Algorithm of DES

Input: plaintext-ciphertext pairs: M; and C;, where M\;EM and C;EC, 1<i<G
Outpln: G result keyS: kproxfl’ kprox72’~ (RX) kproxiG

for(l < i = Q)

begin

Input (M, C,);
for(l < 7 < R)
begin
Initialize(X);
fitness(M,, X,);
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do

Select(X) ;

Crossover( );

Mutation( );

fitness(M,, X,');

while((7 = 7 + 2)&&(1 « 7 « N))
end
Output (k
end

)

prox_i

In the above algorlthm X; means the 1nd1V1dua1s in the swarm X, X, €X, X,
=<x;; Xp X >, 1 << m < N. The result keys k prox b "% k prox_g are created by G
different plaintext- mphertext pairs (M;, X;) in which the individuals the fitness value
equals 1.0 are real keys or their equivalent keys.

4 Experimental Results and Analysis

According to Pattern Theorem, we fix the last r bits of chromosome to low down the
impact of the non-linear components on the evolutionary cryptanalysis and improve the
reliability of the analysis results in DES cipher. Meanwhile, in order to compare and
analyze the effects of the evolutionary cryptanalysis with different search complexity,
we experiment quantitatively on the left bits with 49 bits (r=8) and 42 bits (r=16) re-
spectively. The results are listed below.

The distributions of the evolutionary cryptanalysis results in the first to the sixth
rounds of DES are shown in Figure 1 (+=8) and Figure 2 (r=16) where N =200 and
R=1000.

140 r + 1 round

158 I 8 X 2round
Distribution 80 - % R O 3 round
amounts 60 | n g + o 4 round

40 r % ¢ Sround

o 8

0 | ‘@‘g‘ﬁ A 6 round

25 30 35 40 45 50 55 60 65

Distribution area of cryptanalysis results (r=8)

Fig. 1. The distribution of results(r=8)

Figure 1 and Figure 2 depict the distributions of the optimum keys in the first to the
sixth rounds where r=8 and r=16. From these figures, we will find that with the increase
of the round ordinal, the individual amount of the optimum keys approximating the real
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Fig. 2. The distribution of results(r=16)

keys takes on an overall downtrend and the distribution of the optimum keys inclines to
normal distribution gradually.

The selection probabilities of the optimum keys in the evolutionary cryptanalysis
results of the first to the sixth rounds are listed in Table 1 (#=8) and Table 2 (r=16)
where N =200 and R=1000. As showed in Theorem 4, ¢, is a chosen integer for the
fitness function f and the probability p; meets the conditional probability of the opti-
mum keys for any k;' (k;'E K', ¥(k;') > t;). The parameters t, and p, are similar.

Table 1. The probability distribution of optimum keys(r=8)

Round Fitness f t; Probabilityp, © Probability p,

1 1.0000 50 0.3125 45 0.75

2 0.9375 50 0.25 45 0.375
3 0.8594 45 0.125 40 0.625
4 0.8438 45 0.1 40 0.433
5 0.8281 45 0.0937 40 0.437
6 0.8281 45 0.094 40 0.481

Table 2. The probability distribution of optimum keys(r=16)

Round Fitness f t;  Probabilityp;, t© Probability p,

1 1.0000 55 0.234 50 0.5107
2 0.9375 50 0.5 45 0.6875
3 0.8594 45 0.3079 40 0.692
4 0.8438 45 0.2903 40 0.903
5 0.8281 45 0.3157 40 1.000
6 0.8281 45 0.2778 40 0.916

Table 1 and Table 2 describe the selection probability of the optimum keys in the
first to the sixth rounds where r equals 8 and 16 respectively. These tables, showed that
the probability of obtaining the optimum keys approximating the real keys, with the
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increase of the round ordinal, tends to decline on the whole and the fitness value of the
optimum keys also presents a downtrend.

From the analysis above, some valueable result will be described as follows. First, as
the round ordinal of DES algorithm increases, the ciphertext” s capability of resisting
linearity approximation strengthens and the difficulty of the evolutionary cryptanalysis
augments. Second, the design of fitness function in evolutionary cryptanalysis should
reflect not only the relationship between different plaintext-ciphertext pairs and the
corresponding keys, but also the trend of key overall optimization. Subsequently, the
design of fitness function and the capability of resisting linearity approximation for
block ciphers are the significant factors affecting the effects of evolutionary
cryptanalysis.

5 Conclusion

As the non-linear technique is introduced into the cryptography of modern block ci-
phers, the evolutionary cryptanalysis on block ciphers grows greatly hard. To analyze
quantitatively the validity of evolutionary cryptanalysis on block ciphers and the
related issues, we design the fitness function by the ideas of maximum likelihood es-
timation and linear approximation, on which way we quantitatively analyze and ex-
periment on two groups of examples that the key length is 49 and 42 bits respectively in
six rounds of DES. The result indicates that the design of fitness function and the
capability of resisting linearity approximation are the significant factors affecting the
effects of evolutionary cryptanalysis on modern block ciphers. Compared with
the reference [14], our experimental results improve significantly.

Our focus of study in the future is how to apply evolutionary cryptanalysis to block
ciphers with higher intensity. Although there is rapid development in evolutionary
cryptanalysis techniques, many issues need further study and exploration in this rising
field.
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Abstract. We try to improve the NSGA-II, one of the most classical MOP algo-
rithms, in two ways. To measure individual crowding distance by edge weight
of minimum spanning tree and k-nearest-neighbors Pareto rank assignment
strategy is helpful on diversity of population; A compound crossover operator
increases the extent and the ability of search. Experimental results on ZDTs and
DTLZs, suggest that A K-Nearest-Neighbors Pareto Rank Assignment Strategy
and Compound Crossover Operator Based NSGA- II (KC NSGA-II) works
faster and has more diverse solutions than its origins.

Keywords: Multi-Objective, Evolutionary Algorithm, NSGA-II, Minimum
Spanning Tree, K-Nearest-Neighbors, Compound Crossover Operator.

1 Introduction

In reality, many problems can be attributed a number of grounds, may conflict with
each other objective function of a multi-objective optimization problem. Over the
years despite the multi-objective optimization problem has been solved in many ways,
but the recent past 10 years, the evolutionary algorithm has been the ideal methods to
solve the problem of multi-objective optimization, especially for solving the large-
scale and complex multi-objective optimization problems, therefore the multi-
objective optimization problem has become hot spots in the evolutionary algorithm
research fields. The most advanced multi-objective Genetic Algorithms (NSGA-II)
[1], [2], [3], in the world is a recently developed algorithm used to solve the multi-
objective optimization problem[4], [5], [6], with a fine performance, which is widely
used in all kinds of fields, and we also have had good results[6]-[14]. But because of
its emerging, and there are many places to be improved, also, the research fields can
not be comprehensive enough.
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Therefore, how to combine the search strategy [16], and multi-objective optimiza-
tion techniques[15], with the NSGA-II, will enable populations to Pareto front, and to
the extent uniform across, which ultimately improve the quality of the solution, it is
our an worthy issue of study. All of these studies will expand the application and
research fields of the multi-objective optimization.

2 KCNSGA-II

2.1 Compound Crossover Operator

NSGA-II used the simulative binary crossover operator, the simulative binary cross-
over operator cross-operated to parent individuals by real-coded, to the given random
crossover point, exchange the same side parts of intersection of two parent.

But simulative binary crossover operator used by NSGA-II is relatively weak per-
formance of research and has deficiency of diversity of solution. In this paper, based
on multi-father crossover operator [19], presents a compound crossover operator.

v, = 2u, — 1 (1)

ql.=vl.><|vl.|c+0.5 2)

u; is a random number in [0, 1], in each dimension of two crossover individuals sepa-
rately achieve different coefficient of non-convex combination, not as the individual a
whole to non-convex combination, so as to accelerate the use of the current group
effective information, which has a strong spatial search ability.

Record x;'= (X1, Xpos ..oy X)) « X0'= (X, X% ..., X, as two in-
dividuals of the t generation, the formation process of these two individuals x;, X, of
the t+1th generation is as follows:

1. Randomly generate a random number u; [0, 1], i=1, 2, , n.
2. Use above crossover distribution function to calculate the linear combination
coefficient q;, obviously the range of q; is[-0.5, 1.5].
3. Create two offspring individuals of the t+1th generation. Make the i-
dimensional components x;;* "', x5 ', then
Xy :qixxlit+1+(l_qi)xx2[[+l 3)

Xy = (1-¢,)x xum +q; % x," “4)

Among them, c is crossover distribution index, its value is a real number that is be-
yond minus 1. When c is bigger, the probability of the next individual close to th
parent is larger, and when ¢ smaller, the probability of the next generation individual
distance of parent is larger. Obviously, when the value of c is 0, g; degenerates to obey
the uniformly distribution in [-0.5, 1.5], the paper by several trials gets experience
value is -0.75. What’s more, firstly, rapidly sort the calculated q; according to domain
value and respond to quick sort individual i by fitness, then by them orthogonal mul-
tiply, finally get the crossover operator.
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2.2 Crowding Operator

NSGA-II by calculating each evolutionary individual crowding distance[3] to esti-
mate the density of individuals nearby. But this method has some shortcomings, such
as some good distribution individuals may be eliminated, but poor distribution indi-
viduals may be left, to Fig 1:

A D
L

..

-

i

Fig. 1. Individual B and C may be eliminated or left at the same time

As shown in Figl, the distance between individual B and C is very close, but from
other individual is distant, according to the NSGA-II crowding distance, the crowding
distance of B, C is closer to each other and larger than others, then B or C is likely to
eliminate at the same time, or remained. This affected the distribution of the popula-
tion, and the best result is selected one from B and C. Below with the minimum span-
ning tree [18], weight to each individual crowding distance can effectively solve the
distance problem.

Firstly, calculate the Euclidean distance of each individual to the other N-1(N for
population, or optimal surface individual number), and according to this create a
minimum spanning tree that links all individuals. Now constitute an edge N non-
circulating connected graph, each point(individual) crowding distance(congestion)is
the length of an edge which is connected with others. What is worth noting is that
each edge can only denotes ones, but the initial edge represents two.

In addition, adopting the boundary value reservation method, the best individual to
a target, has directly maintained. KC NSGA-II has used the minimum spanning tree to
express crowding distance, as in Figure 1, the individuals B, C crowding distances
respectively are L1 and L2 or L2 and L3. So the distance of B, C is long, neither B
and C will be eliminated at the same time, nor maintained. So those points that are in
intensive region would not completely eliminated, and not be fully maintained.

2.3 Based on K- Nearest-Neighbors Pareto Rank Assignment Strategy

In NSGA-II, above crowding operating estimated to the density information, but the
estimate is limited to individuals in the same non-dominated sets class. So, when a
number of individuals with the same crowding distance, unable to determine which
one is optimum. As shown in Figure 2, assumed that a as well as b has the same
crowding distance, although the density of population around individual a is greater
than the individual b surrounding population, their Pareto sort are the same 2, so the
individual a and b still have the same opportunities for future generations manifold.
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W

Fig. 2. Impact of population density around individuals

Based on above, take r(y, t) as the individual of t-th generation Pareto sort value,
this strategy does following: First of all, similar to NSGA-II sorted all of the individu-
als by Pareto sort value, for every individual has a Pareto sort value. in the t-th
generation population the k individuals dominate y are: yy, ya, -.., Vi, the sort of indi-
vidual y such as the definition of equation (5) below:

k
rank (y,t):l+2r(y',t) 5)

Where, for individual a as well as b, their sort values are 4 and 2. The adopt strategy
did not increase the complexity of NSGA-II, just do a little change to NSGA-II.

Thus, when some individuals calculated by the Minimum Spanning Tree have the
same crowding distance, through the help of Pareto Rank-assignment Strategy based
on Neighbors can be easy to choose the best individual. This assignment strategy has
effectively enhanced the capacity of local search, and improved the convergence rate
of solution to Pareto front.

3 Mutation Operator

KC NSGA-II has adopted Gaussian mutation operator: N(0, c;), where the mean is 0,
standard deviation isc;, the operator can be fine-tuning selected individual, which to
some severe jitter functions is especially well. Its mutation probability following

P, = a*exp(—bgenJ (6)
max gen

Gen represents evolution generation, maxgen is the greatest evolution generation, a
and b are adjustable parameters, experience values for a = 0.05, b = 5. At the begin-
ning and middle, the participations individual are more distant from Pareto front.
Through using the greater probability, can maintain the diversity of population, and at
the same time, increase the approximate rate of population. In the end the whole
population has been basically close to the front, mutation rate rapidly decreases, so
effectively prevent the population degenerating earlier.

4 The Algorithm

1. In whole space, randomly generate initial population PO of size N
2. Sort populations with respect to its Pareto rank
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3. Use selection, crossover and mutation to create a offspring populationQ, of size N

4. By new individuals of size N competed with the parent, get N individual members
and with the compound crossover operation get temporary population Q,

5. Sorting Q, by non-dominated sorting, produce a series of non-dominated set F;
={F,, F,, ..., F,}, due to F, includes the best individuals of Q,, add F1 into new
parent population Py, if the size of F; less than N, then continue add F, to P,,;, un-
til add F3, if the size of the population is beyond N, the individuals in F3 with
crowding operation and considered whether to adopt the neighbors Pareto rank as-
signment strategy, reduce population of size N.

6. Make P+1=Q,, t=t+1

7. When satisfying the termination conditions, stop, or else go to 3

5 Experiments

This paper has selected a series of ZDT and DTLZ to test, their Pareto solution sets
are convex or non-convex, discontinuous or continuous, uniform and non-uniform,
Test function can be found in references [3], [4], [5]. The evaluation performance of
convergence and distribution are GD and SP [5].

5.1 ZDTs Test Functions and Experimental Results

We can notice from Tablel, KC NSGA-II to solve the multi-objective function opti-
mal front with convex or non-convex. discontinuous and convex, has performed
better than NSGA-II, and is as well as the result of ZDT1-3 by MOIA-MSC in refer-
ence [21], But is more superior than ZDT4. Another, the obtained solutions compared
to MST-NSGA-II in reference [19] is more precise, and most are better than SPEA2
and N-NOEA, of which mainly due to efficient crossover operator and based on K-
Nearest-Neighbors Pareto rank assignment strategy. And from Figure 3. 5. 7. 9.
11 seen, KC NSGA-II has a good diversity and uniformity to non-dominated solution
in the goal space, which was largely due to improved crowding operation and
neighbor Pareto rank Strategy.

Fig. 3. Solution for ZDT1 by KC NSGA-II  Fig. 4. Solution for ZDT1 by NSGA-II
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Fig. 5. Solution for ZDT2 by KC NSGA-II
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Table 1. Performance comparison among some approaches

Algorithm  ZDT1 ZDT2 ZDT3 7ZDT4 ZDTé6

GD 0.00016165  0.00009010 0.00050132  0.00018876  0.00050501

KC NSGA-II SP 0.00451000  0.00472610 0.00537099  0.00406415  0.00141685
TIME/s 1.8775 0.8088 1.8117 1.8200 1.8232

GD 0.00036451 0.00019301  0.00057591  0.00024440  0.05244596

NSGA-II SP 0.00726419  0.00753598 0.00830991  0.00734001  0.00450008
TIME/s 2.1188 2.1406 3.1002 1.8344 1.8312

GD 0.00016170  0.00011735 0.00050135  0.01410210  0.00482019

MOIA-MCS SP 0.00741549  0.0049136  0.01138468  0.02582847  0.00663389
TIME/s 1.8875 1.7725 1.8118 1.9665 1.7300

GD 0.00020624  0.00010120 0.000556410 0.00018900  0.00050621

MST-NSGA-II SP 0.00471300  0.00482610 0.005375400 0.00484231 0.00351675
TIME/s 2.0088 2.1506 3.1001 1.8300 1.8312

GD 0.00034259  0.00009142 0.00182973  0.06463929  0.00055196

SPEA2  SP 0.00317964  0.00296574 0.01464783  0.00411846  0.0018444
TIME/s 24.4002 24.8565 18.3023 20.1066 23.6722

GD 0.00036046  0.00032841 0.00072975  0.00043619  0.00302169

N-MOEA SP 0.0034302 0.0048987  0.00440424  0.00407644  0.00680886
TIME/s 5.5656 4.1469 5.3866 4.9084 3.1535

5.2 DTLZ Test Function

Series of DTLZ test functions are put forward in 2005 [5] by Deb, which have a very
important feature such as the target number is arbitrary scale variable. Here, choose a
few examples to test. Figl3, 14 are Pareto optimal front of DTLZ2.

5.2.1 DTLZ2 Test

From Figl3, 14, KC NSGA-II found a better spread of DTLZ2 than NSGA-IL.The
distribution of NSGA-II optimal front is uneven, some region has no solution, some
too many, KC NSGA-II is uniform, no apparent intensive region, and its distribution
is more stable.

Function3

Function2
Function2

Fig. 13. Solutions of DTLZ2 by NSGA-II Fig. 14. Solution of DTLZ2 by KC NSGA-II

From Table2, it is noted that in both aspects of convergence and distribution of so-
lutions KC NSGA-II performed better especially in low-dimensional than NSGAII.
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Table 2. Comparison of DTLZ2 for different objectives

Objective GD Sp
NSGA-II KCNSGA-II NSGA-II KC NSGA-II
2 0.0260110  0.0050047  0.013755 0.004838
3 0.0000467  0.0000165  0.034580 0.015547
4 0.0003269  0.0002345  0.070018 0.030886
6 0.0157390 0.0142360 0.201415 0.106515

DTLZ4 true Pareto front is non-uniform, in Function2=0 and Function3=0 curves it

has a uniform line, and in other space it distributes evenly, as Figure 13, 14 are the
Pareto optimal font by two algorithms.

5.2.2 DTLZA4 Test Function

From Figure 15, 16, the distribution of NSGA-II point is bad, some region is great
density, some has emerged breakpoint; KC NSGA-II converged to the entire space,
and the distribution of Function2 = 0, Function3 = 0 curves are better.

Function3

-u"("llilm_z
Fig. 15. Pareto curve of DTLZ4 by NSGA-II Fig. 16. Pareto curve of DTLZ4 by KC NSGA-II

Table 3. Comparison of DTLZ4 for different objectives

Objective GD SpP
NSGA-II KCNSGA-II NSGA-II KC NSGA-II
2 0.0005367  0.0002400 0.006941  0.006197
3 0.0010785  0.0003963 0.046568  0.033981
4 0.0006277  0.0005108 0.062464 0.047188
6 0.0042147  0.0021686 0.095962 0.069426

Table 3 has shown KC NSGA-II finds a better distribution of solution in DTLZ4
than NSGA-II, DTLZ4 is obvious in higher dimension, and in aspect of convergence
NSGA-II performed worse than KC NSGA-II in low-dimensional.
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6

Conclusion

. NSGA-II’s crowding operating estimation is limited to individuals of the same non-

dominated sets class. We choose the best individual by calculating the Minimum
Spanning Tree have the same crowding distance, with the help of Pareto Rank-
assignment Strategy based on Neighbors. Experimental results show this strategy
enhances local search ability, and improves the convergence rate of solutions.

. Based on multi-parents crossover operator, we present a compound crossover op-

erator. Experimental results have shown such a operator has a better global search
capabilities, and maintain the diversity of the population well.

. Experiments suggest that KC NSGA has better results of ZDTs and ZDTLs than

NSGA-II by GD. SP, SPEA2, MST-NSGA-II. MOTA-MCS, N-MOEA, and
also works faster, for example, it is 60-90% of NSGA'’s times, and 5% of SPEA2’s
times.
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A Multi-objective Differential Evolutionary Algorithm
Based on Spacial Distance

Jinhua Zheng, Jun Wu, and Hui Lv
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Abstract. Differential Evolution (DE) is a relatively new EA and it has become
a major branch of EA. Based on the classical Differential Evolution, we pro-
posed a new Multi-Objective Differential Evolutionary Algorithm in this paper.
Compared with NSGA-II and e-MOEA, the experimental results demonstrate
that the new algorithm tends to be more effective in obtaining good conver-
gence and can converge to the true Pareto front with comparable efficiency.

Keywords: multi-objective evolutionary algorithm, multi-objective optimal
problem, Differential Evolutionary, Spacial Distance.

1 Introduction

Many real-world optimization problems usually involve multiple incommensurable
and often competing objectives in nature, these problems are known as multi-
objective optimization problems (MOOPs). The solution to a multi-objective optimi-
zation problem is made up of a set of solutions which we call Pareto solutions. EAs
are characterised by the application of an in parallel search using a population of
potential solutions. A multi-objective EA then incorporates the Pareto concept to
identify multiple solutions through a single run of the algorithm.

Differential Evolution (DE) is a relatively new EA and it has been gaining popular-
ity during previous years. It is type of single-objective evolutionary algorithm for
optimization problems over a continuous domain. The main motivation of this ap-
proach is to adapt the search steps while the evolutionary algorithm is proceeding. It
has been empirically shown that this simple strategy turns out to be effective in terms
of convergence accuracy and speed. Several extensions of DE for multi-objective
optimization have already been proposed. Some basic approaches just convert
MOOPs to single-objective forms and use DE to solve these[1,2].

The first method extending DE for multi-objective optimization using the Pareto
approach was Pareto-based DE approach[3]. Pareto Differential Evolution[4] was also
mentioned at the same time, unfortunately without an explicit description of the
method. After these, the Pareto(-frontier) Differential Evolution (PDE) algorithm[5]
and a first version of Generalized Differential Evolution (GDE)[6] were introduced.
The latest proposals were a second version of GDE[7] and The third version of
GDE—GDE3[8], for global optimization with an arbitrary number of objectives and

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 152-161, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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constraints. In this paper, we present an improved MOEA based on the analysis of
these algorithms, we call it SD-MODE. Our algorithm integrates the concept of
spacial distance to maintain the diversity of the solutions and proposes an effective
method to solve the problem of Cross-border for DE.

This paper is organized as follows: section 2 briefly introduces the differential con-
cept and its operators; section 3 elaborates the main idea of the Multi-Objective Dif-
ferential Evolutionary Algorithm Based on Spacial Distance; section 4 provides a
briefing to the set of benchmark functions and the experimental results using the
newly developed approach; and section 5 is the conclusion.

2 The DE Algorithm

The DE algorithm[9] was introduced by Storn and Price in 1995. Design principles in
DE were simplicity, efficiency, and each variable’s value in the chromosome is repre-
sented by a real number. Like a typical EA, DE has some random initial population,
which is then improved using selection, mutation, and crossover operations. Several
methods exist to determine a stopping criterion for EAs but usually a predefined up-
per limit for the number of generations or function evaluations to be computed pro-
vides an appropriate stopping condition.

In each generation DE goes through each decision vector x, ; of the population and
creates a corresponding trial vectoru; . Here, i is an index of the vector in the popula-
tion and G is a generation index. Creation of the trial vector is done as follows in the
most common DE version, DE/rand/1/bin [10]:

7,11 € {1,2,..,NP} , (randomly selected, except mutually different and different

from;)

Jyua = floor(rand,[0,1)x D) +1
ForG=1;j<=D;j=j+1)

{
if (rand [0,11<CRV j = j,..)
”;G = x;?G + FX(X}QIG —x;?G)
Else
Wi =X;g
1

NP is the population size and D is the solution’s dimension. The scaled difference
between two randomly chosen vectors, Fx(x', - X% defines magnitude and direction

Js
of the mutation. When the difference is added to a third randomly chosen vector x;?G ,

this corresponds to the mutation of the third vector.

Both CR and F are user defined control parameters for the DE algorithm and they
remain fixed during the whole execution of the algorithm. Parameter CR, controlling
the crossover operation, represents the probability that an element for the trial vector



154 J. Zheng, J. Wu, and H. Lv

is chosen from a linear combination of three randomly chosen vectors instead of from
the old vector xj.,G . The condition “j = jnq” i to make sure that at least one element is

different compared to elements of the old vector. Parameter F is a scaling factor for
mutation and its value is typically (0; 1]. In practice, CR controls the rotational in-
variance of the search, and its small value (e.g. 0.1) is practicable with separable
problems while larger values (e.g. 0.9) are for non-separable problems. Control pa-
rameter F controls the speed and robustness of the search, i.e., a lower value for F
increases the convergence rate but also the risk of stacking into a local optimum.

In all these common algorithms, there are two deficiencies: (1) not using an effec-
tive method to maintain the diversity of the solutions; (2) not using an effective
method to keep the variables of solution in their boundaries in the process of cross-
over operation.

3 SD-MODE: A MOEA Based on Spacial Distance

A generic version of the adopted algorithm is presented in Figure 1. The SD-MODE
algorithm is similar to the common DE with the following modifications:

1. It uses spacial distance to maintain the diversity of the solutions.
2. It uses an effective method to keep the variables of solution in their boundaries.
3. It uses recentness-optimal principle to generate the offsprings.

From the below described algorithm, we can see that there are two differences be-

tween common DE and SD-MODE:(1) In DE, a trial vector ué: ¢ created by mutation

and crossover operations is compared to an old vector xéz a1’ But in our algorithm,

we sort the parent population and child population by Pareto dominance after an evo-
lutionary operation completed and then select NP individuals as parent population by
spacial distance;(2) In DE, three parents are selected for crossover and the child is a
perturbation of one of them, usually, it can be expressed by the formula:

j 3 - rl
iGmg = Yigmes TE X6l = X

r2

u ) if(rand[0,1) < CRv i =i ), But in our algorithm, we

rand

use recentness-optimal principle to generate a trial vector ué: ¢ two parents are se-

lected for crossover and the child is a perturbation of the current vector x:: P L

be expressed by the formula: i/, = x/ v rxc]) ).

. - X.
i,G=g-1 i,G=g-1 i,G=g-1

) if (rand[0,1) < CRv i =i

rand

In the process of DE, we find that the trial vector may exceed its boundary, so we
use a repair rule which can keep the trial vector stay in boundary, the repair rule is
shown in expression(1)

i (¥ Gogur it} gog )12 whileu/;_, <lower(x;)

. = 1)

upper (x; )—(uif:G:g —upper(x;))/2 while ui{G:g >upper(X; )
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Algorithm 1

let G denotes a generation, P a population of size NP, x/_, the j™individual of dimen-
sion D in population P in generation k and CR denotes the crossover probability, the
size of mixpop is 2NP

input D, NP 2 4,CR € [0,1], F € (0,1] and initial bounds: lowe( X, ), uppe{ X, ),i =1,... D

IR T) 1 NP
initialize P_ ={x,_;,...,X,,} as
For each individual je P,_

X ;.o =lower(x,) + rand [0,1]1X (upper(x,) = lower(x,)), i=1,....D
end for each
Evaluate P_, g=0;

while the stopping criterion is not satisfied do
TempPop=J ;
forall j<NP
randomly select r,r, € {1,2,..., NP}, where j£rFrs,

randomly select i € (1,...,D)

nd

. J _
foralli <D, UGy =

i 1 2
xi{G:g—] FEX(X] Gog1 =X Gog1)
if (rand[0,1)<CRVi=i,,, )

xi/,G:g—l; otherwise
Repair ulj G=g if any variable is outside its boundaries
End forall
TempPop = TempPop U ulj Ge
End forall
Newpop =P U TempPop, sort Newpop into sets of F,, F,, ..., F, by Pareto
rank/\Newpop =F,UF,U ... UF,; P =®,i=1; if IF||>= NP, fill P with NP individuals
from Fy by Algorithm 2; if |F,I<M, then P = P UF, and fill P with NP—F,| indi-

8

viduals from Newpop —F, by randomly; g=g+1;
end while
return the set P of non-dominated solutions.

Fig. 1. The Multi-Objective Differential Evolutionary Algorithm Based on Spacial Distance

4 Experimental Results and Discussion

In order to test the performance of SD-MODE, we choose some representative and
generally used benchmarks. They are: SCH[11], FON[12], ZDT1, ZDT2, ZDT3,
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Algorithm 2

Step1: Calculate the Euclidean distance of any two individuals in F;;

Step2: Select a pair of individuals with the shortest distance in the population, If there
are more than two couples of individuals with the same inter-distance, select
one couple randomly, we define the pair of individuals as (A, B). Afterwards,
compare the each second shortest distance of A and B to others in the popula-
tion, if the second shortest distance of A less than that of B, eliminates A from
F,, otherwise B;

Step3: Ifl F;I> NP go to Stepl, otherwise return F;,

Fig. 2. The archive truncation Algorithm

ZDT6[13]. The number of decision variables N: Ngcy =1, Nron =2, Nzpr1 = Nzpr
=Nzp1s- 30, Nzpre =10, all of them have 2 objectives. About the characteristic of these
benchmarks, corresponding literatures can be referenced.

We use the well know NSGA-II and e-MOEA as comparing algorithms. All
MOEAs are given real valued decision variables. The parameter settings for them are
set as that suggested in [14] and [15]. With 5.=15 for SBX, #,=20 for polynomial
mutation. The initial population size is set to 100 and the maximum number of gen-
erations to 200. Control parameters for SD-MODE is CR = 0.95. We find that for test
function ZDT6 which is difficult converge, a large F (0.6) can get better value for the
convergence and distribution, and for several other test functions, a smaller F (0.4)
value is more suitable.

4.1 Performance Metrics

Several metrics have been proposed for measuring the results of Pareto-based multi-
objective optimization algorithms. In this work we use the metrics GD[16] and SP[17].
The former was to measure the extent of spread achieved among the obtained solutions,
and the latter measured the extent of convergence of known set of Pareto-optimal set.

GD measures the distance between the obtained nondominated front Q and the set
P* of Pareto-optimal solutions as

op=Y3 @)

where d; is the Euclidean distance (in the objective space) between the solution je Q

and the nearest member of P*. It must be pointed out that GD need to know the true
Pareto front. Since we are dealing with artificial test problems, the true Pareto is not
hard to obtain. In our experiments we use 500 uniformly spaced Pareto-optimal solu-
tions as the approximation of the true Pareto front.

The second metric is SP. This metric measures the diversity of obtained solutions,

d is the mean of all d,, and M is the number of objectives.

10l

(3)
|Q|_ Z(d d)y
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d= min DIf(q)-f,(q,)] )

#
LI P T—

4.2 Experimental Results

For comparison, the SP and GD of the obtained solutions on all or some of the
benchmarks by NSGA-II, e-MOEA and SD-MODE are shown in Tables 1 and 2. For
each problem, we have carried out 20 independent runs, and the table includes the
average and standard deviation. Black body figures in the table denote that the value
obtained by the corresponding algorithm is the smallest.

Table 1. Spacing Metric(SP) in 10 runs for NSGA-II, e-MOEA and SD-MODE

MOEAs SD-MODE NSGA-II eMOEA
SP (Avg) SP(0) SP (Avg) SP(0) SP (Avg) SP(0)
ZDT1 0.003394 0.000317 0.006029 0.000531 0.005904 0.000280
ZDT2  0.003322 0.000297 0.006159 0.000809 0.008615 0.000881
ZDT3  0.004322 0.000513 0.007135 0.000776 0.011164 0.000516
ZDT6  0.002780 0.000669 0.007925 0.003241 0.003638 0.000420
SCH  0.014297 0.001398 0.036418 0.002240 0.038069 0.003464
FON  0.003612 0.000323 0.008257 0.000506 0.022753 0.000399

Table 2. Convergence Metric(GD) in 20 runs for NSGA-II, e-MOEA and SD-MODE

MOEAs SD-MODE NSGA-II &-MOEA
GD (Avg) Std Dev GD (Avg) Std Dev GD (Avg) Std Dev
ZDT1 0.00034761 0.00014299 0.00040451 0.00028417 0.00029911 0.00002844
ZDT2 0.00027659 0.00007269 0.00037354 0.00028647 0.00025649 0.00003717
ZDT6 0.00106023 0.00055958 0.05244596 0.01802994 0.00087653 0.00004602
SCH 0.00037454 0.00001676 0.00042635 0.00000645 0.00030888 0.00000282

From Table 1, we know that for all problems, SD-MODE has the best performance
in maintaining diversity of the solutions, e-MOEA is worse than NSGA-II on ZDT?2,
ZDT3, SCH, FON, but it is better on ZDT1 and ZDT®6. Table 2 told that e-MOEA
gains the best GD on all the four test problems. This is mainly because the e-MOEA
algorithm is essentially a grid-based method. Though SD-MODE is a little weaker
than e-MOEA in these problems on Convergence, it is also competitive with all of
them. In the following, we’ll give a more intuitionistic illumination by a set of figures.

% T : : : : :
* sD-MODE i ° NSGAII 0 o oMOEAl o
. \ 3
os 08 J
o ., \ i
S,
00 i S S o S
uln n‘z u‘a 1 u‘s 08 10 0.0 0.2 04 “ 0.6 08 1.0 00 02 04 & 06 08 10
(2)SD-MODE (b)NSGA-II (c)e-MOEA

Fig. 3. PF of three MOEAs on ZDT1
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Figure 3 and Figure 4 shows the similar situation of results. The PF obtained by

NSGA-II is not so good and that by e-MOEA is obviously sparser when the value of

2 approaching 1. The distribution of solutions obtained by SD-MODE is acceptable.
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Fig. 4. PF of three MOEAs on ZDT2
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Fig. 5. PF of three MOEAs on ZDT3

Figure 5 show that NSGA-II and e-MOEA perform equally on diversity, but we
can tell that SD-MODE own a more even solution set, and The PF obtained by e-
MOEA is obviously worse than that by the front two.
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(2)SD-MODE (b)NSGA-II (c)e-MOEA

Fig. 6. PF of three MOEAs on ZDT6
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Figure 6 shows that The PF obtained by NSGA-II is not slippery and has blank re-
gion and that by e-MOEA is not as good as that of SD-MODE. The distribution of
solutions obtained by SD-MODE is very good.

© SD-MODE 4] o NSGAMl | 4 o oMORA| A

(a)SD-MODE (b)NSGA-II (c)e-MOEA

Fig. 7. PF of three MOEAs on SCH

Figure 7 shows that the distribution of obtained solutions by NSGA-II seems dis-
crete and that by e-MOEA becomes sparser as going to the extremal regions of PF.
Obviously SD-MOEA gained continuous and uniform solutions distributed on the
PFie.

Figure 8 illuminates the shortage of e-MOEA clearly. It gets too many solutions
crowded in the middle part but quite fewer ones in the extremal part. And NSGA-II
has dissatisfying results while SD-MODE is still the best.
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(2)SD-MODE (b)NSGA-II (c)e-MOEA
Fig. 8. PF of three MOEAs on FON
From Figure 3-8, it can be seen that the Pareto Fronts obtained by SD-MODE, both

in the breadth of distribution or in the aspect of uniformity, is better than that obtained
by NSGA-II and e-MOEA.

5 Conclusions and Future Research

This paper proposed SD-MODE based on the classical DE. There are two characteris-
tics of the algorithm: (1) using spacial distance to maintenance the diversity so that
the population maintained a good distribution, (2) using the recentness-optimal
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principle to direct on the current vector with a disturbance. Comparing with NSGA-II
and e-MOEA, the results show that this algorithm have a better distribution and also a
comparative convergence. How to make the algorithm has a good distribution of the
solution set, simultaneously, an ideal convergence is an important goal of the future
research work.
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Abstract. Multiobjective optimization is of increasing importance in various
fields and has very broad applications. The purpose of this paper is to describe a
novel multiobjective optimization algorithm--opposition-based multi-objective
differential evolution algorithm(OMODE). In the paper, OMODE uses the op-
position-based population to generate the initial population of points, The im-
portant scaling factor is controlled by self-adaptive method. Performance of
OMODE is demonstrated with a set of benchmark test functions and Earth-Mars
double transfer problem. The results show that OMODE achieves better per-
formance than other methods.

Keywords: opposition-Based, multi-objective optimization, Pareto-optimal so-
lutions, differential evolution, OMODE, double transfer.

1 Introduction

Differential Evolution (DE), introduced by Rainer Storn[1] and Kenneth Price in
1995,is a branch of evolutionary algorithms for optimization problems over continuous
domains. It has already been shown that DE is significantly faster and robust at nu-
merical optimization and is more likely to find a function’s true global optimum.

A few researchers[2][3][4][5][6]]have studied the extension of DE to solve mul-
tiobjective optimization problem in continuous domain. Abbass applied so-called
Pareto Differential Evolution (PDE) algorithm to MOPs. Madavan got good results
with the Pareto Differential Evolution(PDEA). Xue introduced Multiobjective Dif-
ferential Evolution(MODE) and successfully used it solve enterprise planning prob-
lems. Tea proposed Differential Evolution for Multiobjective Optimization (DEMO)
and achieved good results. In our previous studies[7], we proposed a self-adaptive
multi-objective differential evolution(SMODE) to solve the spacecraft rendezvous
problem.

This paper presents a novel opposition-based multi-objective differential evolution
(OMODE) algorithm. It improves the efficiency of the SMODE over optimization of
MOPs by applying opposition-based learning [8].

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 162-170, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Opposition-Based Learning

The concept of opposition-based learning (OBL) was introduced by Tizhoosh [8] and
has thus far been applied to accelerate reinforcement learning, backpropagation
learning, and differential evolution[9]. The main idea behind OBL is the simultaneous
consideration of an estimate and its corresponding opposite estimate (i.e. guess and
opposite guess) in order to achieve a better approximation of the current candidate
solution. Before concentrating on OBL, we need to define the concept of opposite
numbers.

Definition 1. Let P(x,x,,..,x,) be a point in n-dimensional space, where
X, X,,....%, € R and x, €[a,,b,] Vie{l,2,..,n} . The opposite point of P is defined
by P(X,,X,,..., X,) where: X, = a, + b, —x, . Now, by employing opposite point defini-
tion, the opposition-based optimization in MPOs can be defined as follows:

Opposition-Based Optimization. Let P(x,,x,,...,x,) a point in an n-dimensional
space with x; € [a;,b,] Vie{l,2,..,n}, be a candidate solution. Assume f(x)is a
fitness function which is used to measure candidate optimality. According to opposite
point definition P(X,,X,,...,X,) is the opposite of P(x,x,,...,x,) . Now, if P domi-
nates P , then point P can be replaced with P ; if P dominates P , we continue with P ;
otherwise, according to some probability, we decide which point continue.

3 The Opposition-Based Multi-objective Differential Evolution

In this section, the concept of opposition-based optimization is embedded in the
SMODE][7] to enhance its capability for handling MOPs. At the same time, in order to
extend simple DE to solve MOPs, we use the concept of dominance, nondominated
sorting and crowding distance metric.

3.1 Opposition-Based Population Initialization

According to the literature[9],the opposition-based optimization can be utilized to

accelerate searching methods since considering the pair P and P has apparently a

higher fitness probability than pure randomness. So, We propose the following scheme:
(1) An individual is initialized with random according to the equation (1)

x;(0)=rmd (0.1)(U, - L, )+L,

ij
i=1,2,---,PopSize; j=1,2,---,n (D)

where PopSize is the population size, n is the solution’s dimension, and x; (0)is the
j-th variable in the i-th solution vector, In the initial generation G = 0, x; (0) is ini-

tialized within its boundaries (L; , U,,).
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(2) Calculating opposite individual ox;(0), the i-th corresponding opposite indi-
vidual for ox; (0) is calculated by:

ox;(0) =L, +U, - x,(0) 2)

(3) Selecting PopSize fittest individuals from the set { x;(0),0x;(0) } as initial
population.

3.2 The Pseudo Code of OMODE

Based on the analysis above, the pseudo code of OMODE is described as follows:

/*Opposition-based population initialization*/

Random initialization of population X(i);

Calculate opposite population OX (i) ;

Selecting N fittest individuals from X(i) and OX (i ) as initial population;
Evaluate initial population;

do /* Mutation and Crossover™*/

( {xr” (D +F(x,,;(1)—x,5,®) if( rand;[0,1]<CR or j=rand(i) )
u; (1) =

x; () otherwise

Fe Gaussian(0,1) is scaling factor, CR <[0,1] is the crossover factor.
If (u, (1) outside their boundaries )

® {L,.j +rand 011U, - L;) if (u; (1)< L; or u;(t)>U,)
u; t)=

u, (1) otherwise

/* Selection*®/
If( ulJ (1) dominates x,(f)) , ulJ (1) replaces x; (t)
Else if ( x; () dominates u,(r) ) x,(t) replaces u;(t)
Else  u;(r) is added into the population
After that, the size of the new population is between PopSize and 2*PopSize, using
nondominated sorting and crowding distance metric truncate it.
while the halting criterion is not satisfied

4 Experiments and Results
4.1 The Benchmark Functions

In order to test the performance of the OMODE, the five two-objective benchmark
functions are used(ZDT1,ZDT2,ZDT3,ZDT4 and ZDT6[11]).

Two metrics was used. The smaller the value of these metrics, the better the per-
formance of the algorithm. Convergence metric /[10] measures the distance between
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the obtained nondominated front Q and the set P* of Pareto-optimal solutions. Diver-

sity metric A[10] measures the extent of spread achieved among the nondominated
solutions.

In order to calculate the two metrics, we need to know the true Pareto front of the
ZDT test problems. In this paper, we use 500 uniformly spaced Pareto-optimal solu-
tions as the approximation of the true Pareto front.

The following parameters used for OMODE: Population size: NP = 100; Max gen-
erations: Max_gen = 250; Probability of crossover: CR = 0.3 or 0.5; Scaling factor: F
& Gaussian(0,1) ;

Table 1-5 show the mean and variance of the values of the convergence metric and
diversity metric obtained using NSGA- I [10](real-coded and binary-coded),
PAES[10], SPEA2[12], IBEA[12][13] and OMODE for ZDT1, ZDT2, ZDTS3,
7ZDT4, ZDT6, averaged over 10 runs,

Fig 1-5 present the nondominated fronts obtained by one run of OMODE.

Table 1. Mean and variances of the convergence and diversity metrics for ZDT1

Algorithm b1l
Convergence Y’ Diversity A

NSAGA-II(real-code) 0.033482 % 0.004750 0.390307 & 0.001876
NSAGA-II(binary-code) 0.000894 & 0.000000 0.463292 % 0.041622
PAES 0.082085 & 0.008679 1.229794 % 0.004839
SPEA2 0.017186 % 0.002197 0.509959 % 0.041645
IBEA,, 0.006342 & 0.000895 0.755664 & 0.041579
IBEA,, 0.006362 % 0.001133 0.726860 & 0.048051
OMODE 0.001412 % 0.000240 0.333536 1 0.025761

Table 2. Mean and variances of the convergence and diversity metrics for ZDT2

Algorithm
Convergence [’ Diversity A

NSAGA-II(real-code) 0.072391 % 0.031689 0.430776 % 0.004721
NSAGA-II(binary-code) 0.000824 & 0.000000 0.435112 % 0.024607
PAES 0.126276 £ 0.036877 1.165942 £ 0.007682
SPEA2 0.025729 & 0.003497 0.577083 & 0.040160
IBEA,, 0.011880 % 0.002973 0.916040 % 0.029903
IBEA,,, 0.012789 & 0.002039 0.895023 % 0.056717
OMODE 0.001100 % 0.000063 0.3105251 0.018051




166 L. Peng, Y. Wang, and G. Dai

Table 3. Mean and variances of the convergence and diversity metrics for ZDT3

Algorithm

ZDT3

Convergence T

Diversity A

NSAGA-II(real-code)
NSAGA-II(binary-code)
PAES
SPEA2
IBEA
IBEA
OMODE

HD

0.114500 £ 0.007940
0.043411 & 0.000042
0.023872 % 0.000010
0.008087 & 0.000976
0.003743 & 0.000682
0.004145 & 0.000407
0.001380 % 0.000073

0.738540 % 0.019706
0.575606 & 0.005078
0.789920 % 0.001653
0.692948 £ 0.030320
1.167969 X 0.040211
1.164363 & 0.041839
0.502986 t 0.026338

Table 4. Mean and variances of the convergence and diversity metrics for ZDT4

Algorithm

ZDT4

Convergence T

Diversity A

NSAGA-II(real-code)
NSAGA-II(binary-code)
PAES
SPEA2
IBEA

IBEA,,

OMODE

0.513053 £ 0.118460
3.227636 £ 7.307630
0.854816 % 0.527238
0.706259 & 0.235586
0.685179 £ 0.237895
1.223929 £ 0.660444
0.062202 X 0.083279

0.702612 % 0.064648
0.479475 % 0.009841
0.870458 & 0.101399
0.907895 % 0.184215
0.955035 % 0.038314
1.067629 & 0.029656
0.396652 * 0.101442

Table 5. Mean and variances of the convergence and diversity metrics for ZDT6

Algorithm

ZDT6

Convergence [’

Diversity A

NSAGA-II(real-code)
NSAGA-II(binary-code)
PAES
SPEA2
IBEA .,

IBEA
OMODE

HD

0.296564 % 0.013135
7.806798 & 0.001667
0.085469 * 0.006664
0.177565 % 0.027220
0.106956 & 0.019404
0.125801 £ 0.019725
0.005681 % 0.001019

0.668025 & 0.009923
0.644477 % 0.035042
1.153052 % 0.003916
0.825428 & 0.047770
0.999535 % 0.029938
1.082538 1 0.048338
0.389825 1 0.205277
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4.2 Earth-Mars Transfer Problem

Double impulse transferring is usually used in transferring from Earth to Mars. The
primary aim[14] for double impulse transferring optimization is minimizing the fight
time and launch energy. This problem is typical multi-objective optimization problem.

The two optimization objectives are flight time A\t and launch energy (AVI1+A

f=At

£.=F(t,,AD=Av, +Av, ° The decision variables

V2).The optimization model is min{

are the launch date,(t0 in MJD2000) and the mission time(/\t in days). t0 € [800,3800]
MJD2000,AtE [100,400]days. OMODE and NSGA II are used to solve this problem.

According to Fig.6, we can see that f 2 has some period, parameter t0 is divided into 4

sub-ranges. t0 € [800,1500], t0<[1500,2200], t0<[2200,3000] and t0 < [3000,3800].
Table 6 is the compare of two algorithms. The four typical solutions are chosen from
the every ranges. From the Table 6,we can see that the majority solutions of OMODE
are better than NSGAI.

Table 6. Compare OMODE and NSGA I in Earth-Mars transfer problem

OMODE NSGA 11
range 0 At AV1+AV > £0 At AVi+AV 2
(days) (km/s) (days) (km/s)

[800, 1253. 4205 | 203. 3456
15001 | 1254.7781 | 200. 1344
1256. 0209 | 185. 3832
1258.9355 | 183.8274
[1500, | 2056.6811 | 215.2109
2200] | 2057.4928 | 213.7925
2058. 2279 | 182.5630
2059. 1303 | 180. 7880
[2200, | 2812.6479 | 345.2185
3000] | 2809.3835 | 331.6215
2807. 4960 | 322.1060
2827.7896 | 225.1438
[3000, | 3573.2686 | 324.3319
3800] | 3573.0325 | 305.1108
3574. 7590 | 299. 7122
3597. 7440 | 271.7664

. 6687 1253. 3239 | 203. 7319
. 6755 1257. 0615 | 200. 6993
. 8340 1261. 5621 | 186. 1505
. 8584 1258. 2945 | 183.5183
. 7882 2056. 5495 | 215. 2520
L7917 2057.307 | 214. 3765
.4318 2063.9074 | 182. 2305 L4577
. 5004 2058. 7167 | 180. 2426 .5212

5. 6686
5
5
5
6
6
7
7
1811 2812.5034 | 345.5998 6. 1851
6
6
7
5
5
6
6

. 6731
. 8401
. 8636
. 7881
. 7901

. 2791 2805. 7006 331.25 . 2957
. 4823 2804. 8684 | 317.0287 . 6352
6412 2834. 4831 | 224. 4116 . 6683
6674 3573. 1108 | 324. 1509 . 6695
8895 3574. 4177 | 304. 9983 . 8933
. 0836 3569. 2432 | 294. 4614 . 0431
. 8924 3597. 52661 | 272. 6796 . 8948

olo|lo|lg|Nn|lo|lo|o|x|njo|o|olo|loalo
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5 Conclusion

In this paper, we propose an extension of DE algorithm based on opposition-based
concept for MOPs. OMODE uses the opposition-based population to generate the
initial population of points.

We test our proposed OMODE on a number of two objective benchmark problems
and Earth-Mars transfer problem. From the analysis of the results, we can conclude that
OMODE performs the best in these test problems than other compared algorithms to
obtain a good distribution Pareto solutions on all of the test problems and better solu-
tion to Earth-Mars transfer problem than NSGAII .

In the experiments, we also find that CR=0.3 is better than CR=0.5 for
ZDT1,ZDT2,ZDT3,ZDT6, but CR=0.5 is good to ZDT4. At the same time, for ZDT
benchmark problems, DE/Rand/1/bin mutation scheme is better than others.

In the future work, some local search operators will be added. In the near future,
OMODE will be used to solve the more multi-objective optimization problems in
aerospace field.
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Abstract. Affine parameter estimation technique applied to image
registration is found useful in obtaining reliable fusion of same object’s
images taken from different modalities, into single image with strong
features. Usually, the minimization in affine parameter estimation
technique can be done by least squares in a quadratic way. However, this
will be sensitive to the presence of outliers. Therefore, affine parameter
estimation technique for image registration calls for methods that are
robust enough to withstand the influence of outliers. Progressively, some
robust estimation techniques demanding non-quadratic and non-convex
potentials adopted from statistical literature have been used for solving
these. Addressing the minimization of error function in a factual frame-
work for finding the global optimal solution, the minimization can begin
with the convex estimator at the coarser level and gradually introduce
non-convexity i.e., from soft to hard redescending non-convex estimators
when the iteration reaches finer level of multiresolution pyramid.
Comparison has been made to find the performance results of proposed
method with the registration results found using different robust
estimators.

Keywords: Image Registration, Motion estimation, Affine parameter
estimation, outliers, Robust M-estimators.

1 Introduction

Image registration is the process of metamorphosing different sets of information
present in an image into another coordinate system. It is also used to compare
or integrate the information from two or more images obtained from different
measurements or modalities. Among many registration algorithms which con-
tends with both large overall transformations and with more localized non-rigid
transformations is differential affine motion estimation based registration tech-
nique [1-3]. This paper has discussed various constraints like smoothness [4] and
radiometric constraints [5-6] which make the algorithm to estimate the changes
in overall visual aspect and large intensity variations, producing effective reg-
istration for the images taken from both inter and intra imaging modalities.
Moreover, these constraints are much useful for one to estimate the exact affine

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 171-180, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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parameters by finding the solution of the energy function with globally opti-
mum values. Two frequently used techniques for affine parameter estimation
in computer vision are least squares and M-estimator based techniques. Least
square technique together with geometric transformation can be seen in [7-8].
This approach can handle the outliers to some extent, but has low statistical
efficiency. Amongst the methods suggested in the context of robust statistics,
M-estimators lead a compromise between algorithmic, computational complex-
ity, outlier rejection potentiality and high statistical efficiency. A novel factual
framework for minimization with the help of multiresolution strategy and robust
statistics can be applicable for all the transformation cases is proposed. Various
robust M-estimators are selected in the order from their property of convexity
to non-convexity. Following the idea of Graduated Non-convexity (GNC) algo-
rithm described in [9], non-convexity is gradually acquainted from convexity by
using the chosen robust M-estimators when the multiresolution pyramid scheme
reaches its finer resolution. This results in a new and non-monitored robust affine
parameter estimation for image registration. In this paper, the similarity mea-
sure between two images is sum of squared difference (SSD). In the case of two
images from same imaging modality, this similarity measure is optimal. In [15],
the case where the intensity transformation is not-known or different between
two images (i.e., two images are taken from different modalities), various simi-
larity measures were compared.

The rest of the paper is organized as follows. Section 2 explains the proposed
methodology followed for the alignment of images. Section 3 compares the image
registration accuracies of the proposed scheme with various estimators applied
individually in affine parameter estimation technique. Section 4 summarizes the
yardsticks and the results.

2 Methodology

2.1 Robust M-Estimation Function Selection

Estimation function is the function of intensities. The properties that are to be
satisfied for the estimation functions in parameter estimation problem have been
defined in various works in the literature. This paper describes the use of three
different robust M-estimators in the parameter estimation problem for image
registration!. Among those, one is convex potential and the other two are non-
convex potentials (see Table.1). Further claim of the selection of these robust
M-estimation functions are explained in section 2.2.

The chosen convex potential is Charbonnier objective function (Ecg) [16].
Since Charbonnier function (Ecgr) is continuous, strictly increasing and differ-
entiability is desirable for 1, the solution to the minimization problem always
exists and there is a guarantee of minimization up to global minimum [10]. Char-
bonnier function (Ecp) also satisfies the following conditions suggested by [16].

! For 128 x 128 input images, there will be three levels of resolution in multiresolution
pyramid scheme.
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Table 1. Robust objective functions and its properties

Property |Robust function ‘Objective function R(z) |Inﬂuence function ¢ (z)

Convex Charbonnier (Ecm) [2,/14 (£)2 -2 Monotone

Non-convex|Hebert-Leahy (Err) |log(1+ ( 4§)2) Soft Redescender

Non-convex|Tukey’s Biweight (Er) <ﬁ o U_f + 350 |z |< ,U ) Hard Redescender
3 otherwise

* Fep is continuous and strictly decreasing on [0 +o00] (See Fig.1).
% Lim

(2) = +oo
Lim

(2) - 0+

considerable weights are provided.)

Ecm =0 (For larger distance (Outliers), Weights are Zero).

Ecy = W, 0 < W < 400 (From smaller to medium values,

The other chosen non-convex potentials are Hebert-Leahy (Egr) [11] and
Tukey’s biweight function (Er). To ensure the goal of robustness, a redescend-
ing norm (Influence function or ¥-function) is required. From this point of view,
hard redescending norm such as Tukey’s biweight (E7) is more attractive to
outliers. Fig.1 shows the influence functions (i-functions) of the various robust
objective functions given in Table.1.

Hard redescending norms yield high non-convex potentials, which lead the
minimization steps up to local minimum only. So an efficient factual framework
can however be determined in this instance for reducing the influence of outliers
as well as the minimization up to global minimum. The method proposed in the
next section will explain the same idea for estimating the exact affine parameters.

2.2 Acquainted Non-convexity Multiresolution Based Minimization
Scheme (ANMMS)

A coarse to fine strategy is followed in this case. The Gaussian pyramid is built
by convolving the original image with a set of gaussian weight functions and then

Tukey's Biweight

Fig.1. (a)Influence functions (¢-functions) of the chosen M-Estimators shown in
Table. 1
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sub-sampling it. Depending upon the normal distribution of the gaussian weight
functions used for pyramid generation, non-convex M-estimators can be chosen
from their property of soft redescending norm to hard redescending norm. During
the middle level of resolution in multiresolution scheme, the impact of outliers
is less. So choosing soft redescending norm at this stage improves the parameter
estimation by finding optimally minimum values. And during the finer resolution
level, the impact of outliers is more, so hard redescending norm is required to
reduce the influence of outliers dramatically. The parameters estimated at the
finer resolution will be used to warp the original source to produce the registered
image. Depending upon the number of levels of resolution in multiresolution
pyramid approach, different robust norms can be selected for operation. Fig. 2
shows the overview of the proposed scheme for minimization to estimate the
accurate affine parameters and its application to image registration. In this,
128 x 128 images are initially padded with zeroes to become 160 x 160 images
in order to handle the edge consequences. Then a three-level Gaussian pyramid
(40 x 40, 80 x 80 and 160 x 160 images) is constructed for source and target
images using 5-tap low-pass filter. Our implementation uses iterative re-weighted
least squares (I RLS) method at each level of resolution. Once the final affine
parameters P have been estimated, the original source image can be warped so as
to produce a registered image using some standard re-sampling techniques [14].
This proposed methodology obviously reduces the complexity when compared
with the Graduated Non-convexity algorithm proposed by Black and Zisserman
[9] and its application to parameter estimation in [7].

2.3 Robust Gradient-Based Image Registration

The images for image registration are represented as I ,; (Source Image) and
I yt—1 (Target Image)?. The basic flow of the algorithm follows the principles
carried on [7]. For the spatial neighborhood = of the source and target images,
the error function can be written as:

2
E(P) = Z {Im,y,t - IP1w+sz+P5,Paw+P4y+P5’t*1} (]‘)
T, Yyes
where P = (Pq,---, Pg)T represents the affine parameters. In order to give at-

tention to the outliers in an image, a robust objective function is applied in the
error function. Since the error function is nonlinear in its unknown affine param-
eters, it cannot be minimized analytically. In order to simplify the minimization,
first order truncated Taylor series approximation is applied here.

E(P)~ Y ®{[1,. — (P + Py + P - 2)IZ,,, -

2
(Psx + Pyy + Ps — y)lg,y,t} 70’} (2)

2 These unconventional notations represent the source and target image with the
temporal parameter t. These notations have been used only for mathematical
consistency.
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Coarser Level
40X40

Iia jﬂiii:f‘;;;;j irl

I Estimate Initial parameters I
80X80

a =

I Estimate parameters I

160X160

Final Warped
128X128 Image

Fig. 2. Overview of image registration using acquainted non-convexity multiresolution
based minimization scheme for 128 x 128 images

where 7, and I}/, are spatial derivatives and I} , , is temporal derivative. R
represents the usage of robust M-estimator in the error function. The expression
considered so far does not yield attention to the image constituent such as inten-
sity variations over time. The introduced robust framework can be robust to the
intensity variations by treating those as outliers. So the radiometric parameters
are introduced to mind the intensity variations in the following style.

C(Im,y,t) + b = Ip ut Pyy+Ps, Psz+Pay+Po,t—1 (3)

c and b are contrast and brightness parameters (also called radiometric param-
eters) respectively. Now the error function can be represented in a simpler form
like

Ea(P)~ Y R{[1L,.— (Piz+ Py + P - )IZ,,, -

T,yeZ

(Psxz + Py + Ps — )12

Wt T

2
(IP1-”£+P2y+Ps,P3m+P4y+P6,t—1 - (P7Im,y,t + PS))] ag} (4)
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After the addition of radiometric parameters to the error function, eight pa-
rameters P = (Pq,---, Pg)T are estimated. Here P; and Pg are contrast and
brightness parameters respectively. And now the reduced form of the error func-
tion can be written as

Ea(P)~ Y R{[r-a"P] 0w} 9

T, ye=

T
where the vector q = (m["’” yl* xlY ylv I* 1Y — 1 — 1) and the scalar r =

(I byl +ylv — 1T ) This notation has been used for removing the complexity

of understanding the expressions. It can be presumed that the motion of image
surface vary gradually. Thus imposing smoothness constraints on the motion of
adjacent points in the image plane replaces the intensity gradient constancy as-
sumption along motion trajectories. So the error on the smoothness assumption
FE, can be defined as

B(P)= Y (ﬁT((%—f)z " (‘96—1;)2» ©)

T, ye=

9T € Z%tcontains eight constant values for each parameters Py, ---, PgP7Pg
that are used to control the smoothness constraint. Now the augmented robust
error function is as follows

E(P) = R{Ewy(P) + E,(P), 0} (7)

Perhaps smoothness constraint Fy, radiometric constraints (¢, b) have the added
benefit of preventing weak solution in the robust framework. This error function
can now be minimized analytically by differentiating the error function with
respect to its unknown affine parameters. The derivative of E.,(P) and E4(P)
are as follows

0 5 (e G D))

T, ye=

Here ¢(x,0) = R'(x,0) represents the robust influence function. Bringing the
model into the gradient constraint (spatial/temporal derivatives) and consider-
ing all the pixels in the image at the same time, a linear influence system is
solved by differentiating the error function with respect to its unknown affine
parameters. Now the iteration scheme starts by involving robust weight func-

tion W(F ;L) for parameter estimation. An exact estimate of the error function

during minimization can be regulated using Iterative re-weighted least squares
technique (IRLS), where the weights are being modified on each iteration. The
estimated parameters are fine-tuned on each iteration as follows

P [ (e () eo] [ (e 5) ) e )

. ] (9)
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where P, are the estimated parameters at iteration j. W is a diagonal matrix
whose elements are weights of the chosen robust weight function and the residual
Fe;=r—q"P. | P is the average of P over a small neighborhood window in an
image which enforces smoothing. & is now the diagonal matrix with the diagonal
elements of 97. At every level, the scale parameter o for the weight function is
calculated by using residuals of the error function. The equation for finding o is
given in [17] as

o =148 median{ ‘Fei — median{Fe;}

} (10)

The iteration stops when the total squared error in each iteration do not show
a substantial step-down with respect to the error in the previous iteration, or
whenever it reaches maximum number of iterations. In each iteration, the error
function is calculated as

S WiFe?

S W

And now, the parameters at each level of resolution are used to warp the source
image in the next level of multiresolution pyramid using bi-cubic interpolation
method. This process is repeated at every level of resolution. The transforma-
tion at all levels of multiresolution pyramid is accrued and concedes a single
transformation. Now enforcing this final transformation to the original source
acquires the registered image. For computing spatial/temporal derivatives, this
method utilizes some set of derivative filters [12]. We have worked only with 2D
MRI brain atlas images and the results are shown for the same.

E? = (11)

3 Results and Discussion

Source and target images are 128 x 128, 8-bit gray-scale images. Some irrelevant
random information has been added in the target image that can act as outliers.
This will impose absolutely wrong parameter estimation while using least square
approach for the minimization scheme. The proposed method deals with an
approach based on robust M-estimators to reduce the influence of outliers. The
images used for experimenting are brain atlas images that are taken from Harvard
medical university website [13]. Matlab implementation of this method requires
approximately 2 minutes for 128 x 128 images on Pentium IV, 3 GHz, 512 MB
RAM in Windows operating system.

Fig.3 shows the registration result for various rotated versions of source image
with the added outliers. This shows the root mean square error value for each
registered image with the original source image. Efficient results have been found
while using ANMMS approach. Almost constant RMS value are shown for the
registration of various rotated versions of source image. The other results are
obtained by using individual non-convex robust estimator applied in all the
levels of resolution in multiresolution strategy.

Fig.4 (a) and (b) shows the estimated translation parameters in X-axis as well
as Y-axis respectively. The results are shown for the proposed scheme as well
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RMS Error(Intensity)

K cbert Teahy
Tukey ...

Rotation

45 50

Fig. 3. RMS Error between registered images of various rotated versions of source
image with original source image

Estimated Translation on X-Axis

Tukey ...

ANMMS

Estimated Translation on Y-Axis

Tukey ...

memertlsaly
ANMMS

Fig. 4. (a) Estimated Translation parameters of registered source images for different
translated versions of source image in X-axis (b) same with Y-axis

as for the individually applied robust estimators in the multiresolution pyramid.
These figures show that the proposed scheme provides the estimated translation
parameters that are linearly estimated towards the translated version of source
images.

Table 2. Mean (and Standard Deviation) of estimated registration parameters

Robust Methods| 7. | T, | K, | 6.

Least Square 2.41(0.21)|—2.24(0.17){0.07(0.01)|2.25(0.12)
Tukey’s biweight|0.55(0.13)| —0.82(0.12)]0.02(0.01)|1.92(0.04)
Hebert-Leahy  |0.34(0.15)| —0.46(0.07)|0.01(0.01)[0.52(0.03)
ANMMS 0.23(0.07)—0.29(0.07)]0.01(0.01)| 0.49(0.03)
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Table 2 shows the empirical means and standard deviations upon seven reg-
istration trials (Brain atlas images) of four transformations such as translation
on both X- axis and Y-axis (T}, Ty), vertical scaling (K,) and rotation about
the center (6,). The proposed method for the registration problem provides
smallest standard deviation than the other robust estimators that are applied
individually. These results demonstrate the ability of the proposed approach for
parameter estimation in image registration problem.

4 Conclusion

A robust parameter estimation technique using acquainted non-convexity mul-
tiresolution based minimization scheme (ANMMS) for image registration prob-
lem has been proposed. The superiority of the proposed approach for robustly
estimating the affine parameters has been demonstrated by experimental com-
parative study with other robust parameter techniques applied on brain atlas
images. The performance of the proposed scheme is compared with the affine
parameters estimated through various robust estimators that are applied in-
dividually. This new proposal considerably improves the power of parameter
estimation in all kind of brain atlas images and hence the proposed approach
achieves the worthy level of applicability.
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Abstract. Particle Swarm Optimization is a promising evolutionary optimiza-
tion algorithm. In this paper, an improved hybrid multi-objective particle swarm
optimization algorithm (IHMOPSO) is proposed. IHMOPSO uses orthogonal
design to initialize population, selects global optimal position from Pareto set.
Apply mutation, cross operation and evolutionary selection, and uses two ways
to update the position and velocity of particles. Experimental results on many
well-known benchmark optimization problems have shown that IHMOPSO is
effective and efficient.

Keywords: Particle swarm optimization, multi-objective optimization,
orthogonal initialization, Cauchy mutation.

1 Introduction

In many research and application areas, there are a lot of multi-objective problems
(MOPs). Commonly two or more objective need to be optimized simultaneously,
which always are conflict, so MOPs are very difficult to handle. During the past dec-
ades, various population-based approaches, such as genetic algorithms, are used to
solve MOPs. Researchers have produced a number of efficient multi-objective evolu-
tionary algorithms, such as NSGA II [1], SPEA 1I [2].

Particle Swarm Optimization (PSO) is a promising and stochastic optimization
techniques developed by James Kennedy and R.C.Eberhart [3]. It is inspired by the
intelligence in behaviors of the natural swarms, such as bird colonies trying to reach
an unknown destination. Each particle in swarm is one solution of the solution space.
Applied to optimization, particles “fly” through the search space by following the
previous best positions of their neighbors and their own previous best positions. The
position and velocity of each particle are updated according to Eq. (1) and (2):

V.(t+1) =V, (t)+cr(pBest,— X, (1)) +c,r, (gBest, — X, (1)) (1)
X,t+D)=X,0)+V,(1+1). 2)

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 181-188, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Where X, and V, represent the position and the velocity of particle i, pBest and
gBest are the previous best position of particle i and the global best position found
in the whole swarm so far respectively. @(0 < @< 1) is an inertia weight which
determines how much the previous velocity is preserved, ¢, and ¢, are acceleration
constant which constrain the influence of the pBest and the gBest . 1, and 7, are
two random numbers independently generated within the range of [0,1].

Since PSO and Genetic Algorithm have some similarities, it is a natural extension
of applying PSO to MOPs, named multi-objective PSO (MOPSO). Moore and Chap-
man proposed the first extension of the PSO strategy for solving multi-objective prob-
lems in an unpublished manuscript from 1999[4]. After this early attempt, a great
interest to extend PSO arose among researchers. There are currently over twenty five
different proposals of MOPSOs reported in the specialized literature [5], such as
Coello’s MOPSO [6], NSPSO [7] and VEPSO [8].

The remainder of this paper is organized as follows. In Section 2, we describe the
proposed Improved Hybrid Multi-objective Particle Swarm Optimization (IH-
MOPSO) algorithm. Section 3 defines the benchmark optimization problems used in
the experiments, gives the experimental settings, and discusses the experimental
results. Finally, we present our conclusions in Section 4.

2 THMOPSO Algorithm

Here, we propose an improved hybrid Multi-objective Particle Swarm Optimization
algorithm. This algorithm uses orthogonal design to initialize population, apply the
method of NSGAII to update the archive set, selects global optimal position from
Pareto set. Apply mutation, cross operation and evolutionary selection, and uses two
ways to update the position and velocity of particles.

2.1 Orthogonal Initialization

Recently, Leung and Zhang [9] observed that some major steps of a genetic algorithm
(GA) can be considered to be “experiments.” For example, a crossover operator sam-
ples the genes from the parents to produce some potential offspring, and this opera-
tion can be considered to be a sampling experiment. Numerical results demonstrated
that it is very effective in discrete variable optimization, but it is not applicable to
continuous variables optimization. In order to solve this problem, Leung, and Wang
[10] used a quantum technology to carry out the orthogonal design of continuous
variable in single objective optimization problem.

When considering multi-objective optimization problems, if we can get some prior
knowledge in the initial stage, we may easily move to the Pareto front. We apply the
continuous orthogonal design to generate the initial population.

We denote decision vector x = (X;, X,,***, X, )€ X , where X, is the i,, factor
in orthogonal experiment. So there are N factors in continuous space. We need to
quantize the N factors and divide each factor into Q levels. When Q and N are large, it
may not be possible to do all O N experiments. Then we design an orthogonal array
(OA) from the O N combinations and generate the initial population which can scat-
ter uniformly over the feasible solution space. Regularly, the number of the OA’s row
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is still larger than the population size PS, so we use the ranking mechanism which
mention in the NSGA II to select PS solutions from the orthogonal array.

2.2 Cauchy Mutation

Standard PSO algorithm usually has a fast convergence velocity, and can converge to
one point of the feasible solution space quickly. But many experiments show that
PSO is easy to get trapped, once falling into local optima. Therefore, a mutation op-
eration is needed to jump out of the local optima.

Cauchy distribution is easier to generate a random number which is away from the
origin point. This makes the Cauchy mutation is easier to jump out of the local mini-
mum area. The article [11] shows that Cauchy mutation operator has great global
search capability. And the article [12] raises a new particle, which is the combination
of Cauchy mutation and standard PSO algorithm and has proved effective in the sin-
gle-objective optimization problem. Therefore this paper uses Cauchy mutation op-
erator to improve the shortcomings of PSO—easy to get trapped in local optima.
Besides to update every particle’s location and velocity using Eq. (1) and Eq. (2), we
use the following two formulas to update:

V. (1+1)=V,(r)exp(J) 3)

X, (t+1) =X, (1) +V, (1 +1)6, 4)

Where 6 and §; are Cauchy random number.d is randomly generated in each particles
in each dimension, in order to search in each dimension with different scale. §; is
randomly generated in each particles. We can generate two particles, and select the
better one to enter the offspring population by calculating its pros and cons, using
Eq. (1), Eq. (2), Eq. (3) and Eq. (4).

2.3 Cross and Selection

After years of research and improvement, Genetic Algorithm has developed maturely.
We can learn some effective idea from it to improve PSO, for instance, crossover and
selection are two kinds of typical genetic algorithm method.

Crossover operation, which makes children individual inherit the merits of the par-
ents individual, may enhance the search capabilities of algorithms theoretically. In
this paper, each particle X, randomly selects a non-inferior particle X ; as crossover
target. And then, do the crossover operation with Eq. (5) and Eq. (6):

V=a(X.-X,) (5)
X.=(1-pX, +pX, (6)
Where &¢ and ,B are random number within the range of (0, 1).

Natural selection reflects Darwin’s biological evolution rule—survival of the fit-
test, which is the results from billion years of nature evolution. We import this
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strategy to PSO, making all the particles survival or elimination according to the rule,
and ensure the particles surviving are the most adaptive to the environment.

We hybridize current population, offspring population and crossover population all
of whose population size are M, sort hybrid population using the fast non-dominate
sorting mechanism in NSGA-1II, select first M individuals as the individual in the
new population, which will largely avoid getting trapped in local optima.

2.4 Algorithm Procedure

The detailed steps of IHMOPSO are listed as follows.

Stepl. Initialize the current population (current_pop), the offspring population
(next_pop), the cross population (cross_pop) and the mixture population (mix_pop).Their
sizeare M, M, M, 3M:

1) Orthogonal initialize the position of each particle in current_pop, and set the
velocity threshold value as 0. Then Calculate the fitness of each particle in
current_pop..

2) Set the position and velocity of each particle in next_pop, cross_pop and
mixpop.

Step 2: Generate the offspring population (next_pop).

1) Randomly select the globe best of each particle from the non-dominate set of
current_pop.

2) For each particle in current_pop, do:

a) Generate a new particle p; with formula (1) and (2).

b) Generate another new particle p, with formula (3) and (4).

¢) Compare p; and p, , select the better one to enter next_pop.

Step 3: For each particle p in current_pop, randomly select a particle p, crossover
particle p with p by formula (5) and (6), and let the new particle enter cross_pop.

Step 4: Merge the current population (current_pop), the offspring population
(next_pop) and the cross population (cross_pop) into the mixture population

(mix_pop).Sort mix_pop by the fast non-dominate sorting mechanism in NSGA-II
and select the first M particles enter current_pop.

Step 5: If the stop criterion is not satisfied, then goto Step 2, else stop and output
the non-dominate particles as the result of the algorithm.

3 Experiments and Results

Five test problems (ZDT1-ZDT4, ZDT6)[13] are used in this study to investigate the
IHMOPSO algorithm. All of them are described as follows.

The algorithms used for comparison were NSGA-II, SPEA, PAES, OMEA and
EM-MOPSO. Each algorithm was tested with test problems shown in Table 1.The
parameters and results of NSGA-II, SPEA and PAES come from article [1]. The
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Table 1. Test Problems used in this study. All objective functions are to be minimized.

Problem n Variable Objective
bounds functions
ZDT1 30 [0,1] fi(x)=x,

£0=g(0[1=x/gx) |
g(x):1+9(Zn:xi)/(n—1)

ZDT2 30 [0,1] f[i(x)=x

£ =g 1-(x,/ g(x))’ ]
gx)= 1+9(Zn:x,.)/(n—1)
ZDT3 30 [0,1] fi(x)=x, _

LX)= g(X)[l—\/xl /8(x) —% Sin(l()ﬂxl)}

g(x)=1+9(Zn:xi)/(n—l)
i=2
o4 10 x€[0,1]  f(x)=x

xe[-5,5] £,00=gm)|1-x/gX) ]

i=2,...n  g(xX)=1+10(n—1)+Y | ~10cos(47x,) |

i=2

ZDT6 10 [0,1] f,(x) =1—exp(—4x,)sin® (47x,)
LX) =gX)[1-(f,()/ g(x)’ ]

n 0.25
g@)zl+9P§:&)Kn—D}
=2

parameter and result of OMEA comes from article [14] and EM-MOPSO comes from
article [15]. Especially the maximum generation is set as 100, 500 for OMEA and
EM-MOPSO respectively, and set as 250 for others.

In the experiment, the maximum population is 100, acceleration constants of ¢,
and ¢, are both set to be 1.496180. The inertia weight @is a self-adaptive parameter,
which is calculated as follows [16]:

@ = population size / (population size + particle number dominated by the
particle).
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All of the algorithms for each test problem were run over 100 times. We use the
Convergence Metric and Diversity Metric which were proposed by Deb [1] to evalu-
ate the results. The statistical results of each algorithm for these problems are shown
in Table 2 and Table 3.

Table 2. Mean (shaded rows) and variance (unshaded rows) of the convergence metric

EM-
Problem  NSGA-II SPEA PAES OMEA MOPSO IHMOPSO
7DT1 0.000894 0.001799  0.082085  0.001220  0.005130  0.001049

0.000000 0.000001  0.008679  0.000144  0.000120  0.000368
0.000824 0.001339  0.126276  0.000814  0.004590  0.000808

ZbT2 0.000000 0.000000  0.036877  0.000077  0.000390  0.000049
7DT3 0.043411 0.047517  0.023872  0.001259  0.007200  0.001278
0.000042 0.000047  0.000010  0.000079  0.000380  0.000103
7DT4 3.227636 7.340299  0.854816  0.000968 0.001167
7.307630 6.572516  0.527238  0.000103 0.000147
7DT6 7.806798 0.221138  0.085469  0.000891  0.006320  0.000579

0.001667 0.000449  0.006664  0.000309  0.001320  0.000033

Table 3. Mean (shaded rows) and variance (unshaded rows) of the diversity metric

EM-

Problem  NSGA-1I SPEA PAES OMEA MOPSO IHMOPSO
7DT1 0.463292  0.784525  1.229794  0.352306  0.245020 0.415356
0.041622  0.004440  0.004839  0.0272603  0.019230 0.142073
7DT2 0.435112  0.755148  1.165942  0.353621 0.289770 0.472190
0.024607  0.004521  0.007682  0.0239713  0.021810 0.056309
ZDT3 0.575606  0.672938  0.789920  0.541039  0.760130 0.545236
0.005078  0.003587  0.001653 0.019943 0.041740 0.020896
7DT4 0.479475  0.798463  0.870458  0.376844 0.452438
0.009841  0.014616  0.101399  0.0177152 0.039772
7DT6 0.644477  0.849389  1.153052  0.550322  0.533920 0.427326

0.035042  0.002713  0.003916  0.041836  0.120850 0.026652

Figure 1 shows the result of IHMOPSO for ZDT1, ZDT3, ZDT4 and ZDT6.

By viewing the result of Table 2 and Table 3, we know that NSGA-1I, SPEA and
PAES can not solve ZDT4 problem and ZDT6 problem effectively. It’s is because the
trait of these two problems: ZDT4 is non-convex and have 21° local Pareto fronts;
ZDT6 is non-convex, non-uniformly and spaced. When discussing the convergence,
we can easily see that IHMOPSO show better performance than NSGA-II, SPEA,
PAES and EM-MOPSO on all these problems except for the simplest problem-ZDT]1.
Especially, IHMOPSO is better than another MOPSO algorithm —EM-MOPSO. It
shows the mechanism of orthogonal initialization and Cauchy mutation, applying in
MOPSO, speeds up the search. When discussing the diversity, OMEA shows a better
performance in most problems than IHMOPSO, but it is high time cost. Usually,
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the time cost of OMEA is almost 100 times than others when calculating for the same
maximized generation. However, for the hardest problem-ZDT6, OMEA is poorer
than IHMOPSO in both convergence metric and diversity metric. EM-MOPSO shows
a better performance for ZDT1 and ZDT?2, but it is poorer than IHMOPSO for ZDT3
and ZDT6.

ZDTA1 ZDT-3
1 1.5
—— Pareto Front —— Pareto Front
- IHMOPSO - IHMOPSO
08 1
06 05
o o
i L
04 0
0.2 -0.5
0 -1
0 0.2 0.4 0.6 0.8 1 0 02 0.4 086 0.8 1
F1 F1
ZDT-4 ZDT-6
1 1
—— Pareto Front —— Pareto Front
0.8 - IHMOPSO 0.8 - IHMOPSO
06 0.6
o [
L L
04 0.4
0.2 0.2
0 Q
0 0.2 0.4 0.6 0.8 1 02 0.4 06 0.8 1
F1 F1

Fig. 1. The results of IHMOPSO for ZDT1, ZDT3, ZDT4 and ZDT6

From what has discussed above, we can come to the conclusion that when testing
ZDT problem set, IHMOPSO algorithm is not only superior to the classical NSGA- IT
and SPEA , but also better than EM-MOPSO which is the newer MOPSO algorithm.

4 Conclusions

This paper proposes an improved hybrid multi-objective particle swarm optimization
algorithm (IHMOPSO). IHMOPSO uses orthogonal design to initialize population,
selects global optimal position from Pareto set. Apply mutation, cross operation and
evolutionary selection, and uses two ways to update the position and velocity of parti-
cles in order to increase the probability of jumping out of the local optimum. The
algorithm was tested in five famous ZDT problems. From the result, we can see IH-
MOPSO shows a competitive performance in convergence and divergence generally.
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Abstract. Multi-join query optimization (MJQO) is an important technique for
designing and implementing database manage system. It is a crucial factor that
affects the capability of database. This paper proposes a new algorithm to solve
the problem of MJQO based on ant colony optimization (ACO). In this paper,
details of the algorithm used to solve MJQO problem have been interpreted, in-
cluding how to define heuristic information, how to implement local pheromone
update and global pheromone update and how to design state transition rule. Af-
ter repeated iteration, a reasonable solution is obtained. Compared with genetic
algorithm, the simulation result indicates that ACO is more effective and
efficient.

Keywords: Multi-join query optimization, ant colony optimization algorithm
(ACO), pheromone, heuristic information.

1 Introduction

Multi-join query optimization (MJQO) is a difficulty in relational database manage
system (RDBMS) which has been solved faultily. In traditional applications of
RDBMS, the number of join N involved by a single query is relatively small, Usually,
N<10. With the expansion of the database application areas, the traditional query
optimization technology cannot support some of the latest database applications. Such
as, applications of decision support system (DSS), OLAP and data mining (DM),
which may produce a query including more than 100 joins. In this condition, the
shortfall of the traditional query optimization technology is exposed gradually. There-
fore, it is necessary to explore new technology to solve MJQO problem.

MIJQO is an NP hard problem. With the increase of join number, the number of
query execution plan (QEP) corresponding to a query grows exponentially, which lead
to computational complexity of MJQO problem is very large. Recently, solving the
problem with heuristic algorithm becomes a hotspot. Such as, Greedy Algorithm!",
KBZ Algorithm?,GAP!, AB" etc. ACO as a highly effective optimization algorithm
has been successfully applied to some classic compounding optimization problems,
such as, the traveling salesman problem (TSP) "', quadratic assignment problem
(QAP)[6], job - shop scheduling problern(JSP)m, vehicle routing problem( VRP) Bl etc.
In this paper, ACO was adopted to solve the problem MJQO.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 189-197, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Description for Multi-Join Query Optimization Problem

The process of RDBMS managing user query is as follows: After receiving query
submitted by users, query parser checks syntax, verifies relations, translates the query
into its internal form. It is usually translated into relational algebra expression, which
can be denoted as query syntax tree. A relational algebra expression may have many
equivalent expressions, so it also corresponds to many equivalent query syntax tree.
Then, query optimizer selects appropriate physical method to implement each rela-
tional algebra operation and finally generate query execution plan (QEP). The QEP
consists of the order in which the operations in a query are to be processed, and the
physical method to be used to process each operation. Amongst all equivalent QEP,
query optimizer chooses the one with lowest cost output to the query-execution en-
gine, Then, the query-execution engine takes the QEP, executes that plan, and returns
the answers to user. The process is depicted in Fig 1. This paper is to study how to
make query optimizer select a QEP with lower cost in shorter time.

Query

Syntax analysis, semantic confirmation

Internal Form Of Query

Query Optimizer

Query Exe;ution Plan

Query Execution Engine

Executable Query Code

Runtime Database Engine

Query Results

Fig. 1. Process of query execution
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After being implemented optimizing operation of pushing down the select opera-
tion and project operation, one query that include project, select and join operations
will transform to relational algebra expression constituted by N join operations which
can be denoted as join tree. An example multiple query Q include A, B, C, D, E five
relations, which can be denoted as three kinds of join tree shown in Fig 2: (a) left-
deep tree (b) bushy tree (c) right-deep tree. The leaf nodes are relations constituting
query Q and the internal nodes express join operation and intermediate results. Execu-
tive order is bottom-up execution. The different order of N join and the different
physical methods selected to implement join operation lead to the cost of join trees
have great differences. Assume that each join operations are implemented by the
same physical method; Multi-join query optimization problem is simplified as setting
a good join order, making the join tree has the lowest cost. Hence, tree in the left
linear space can take full advantage of the index, and often contain the best strategy or
the strategy whose cost is similar to the best strategy at least, therefore, consider left
linear space as a search space.

Join

/X Join Join
Join /\ /\

E Join

/Jo{ \D /J O.m\ B/J O<A D/ \}oinx
E/J O<C C/ \D C B/OinA

(a) (b) (©)

Fig. 2. Three kinds of join tree

In order to reduce the search space further more, avoiding the emergence of Cartesian
product often is considered as constraint of the issue. An example multiple join query Q
include A, B, C, D, E five relations. The attributes associating between five relations
which are founded from statistical information of the database catalog, could be denoted
as a query graph G=(V, E), shown as Figure 3. Nodes in query graph are relations and an
edge connecting two relations, indicates attributes associating between two relations.

A\
e
\D

/

E

Fig. 3. Query graph
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Q1 and Q2 are two join trees in the left linear space of query Q, depicted in
Figure 4. Taking into account the "avoiding Cartesian product " restrictive conditions,
Q1 do not accord with the restrictive conditions and Q1 is invalid join tree; Q2 do
accord with the restrictive conditions and Q2 is valid join tree.

Join Join
J / \C J / \
oin on E
/ \B /\
Join Jom D
/\ /\
Join E Join C
/\ /\
A D A B
Join tree Q1 Join tree Q2

Fig. 4. Two join trees

Each relation in query graph corresponds to a set of parameters given by:

n(r) : Tuples number of relation r

V(C, r) : Number of distinct values for attribute C in relation r

In this paper, a simple model of the estimated cost is used, which based on two as-
sumptions: Firstly, attribute values in symmetrical distribution. Secondly, the sum of
the tuples number about intermediate results decides the cost of QEP. For example,
t =r join s, C is public attribute over r, s. Then, n(¢) andV (A,t) are defined by the

following formulas:

n(t) = n(ryxn(s)
[ max(v(C,,r),V(C,.s) (1)
V(A,r) Aer-—s
V(A,s) Aes-r
V(A1) =4 . )
min(V(A,r),V(A,s))
Aer,Aes

Assume that there are N relations in a join tree; the cost of QEP is the sum of the
tuples number of internal nodes #; in join tree. n(tl.) is number of tuples about
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intermediate result ;. For a query Q, Z is collection of all the possible QEP corre-
sponding to Q. Each member z in collection Z has query execution cost--- Cost(z),
then, z, meeting Cost(z,) = min Cost(z) should be found.

€Z

3 Ant Colony Optimization Algorithm for MJQO Problem

The ACO algorithm, introduced by Marco Dorigo in 1992 in his PhD thesis"’, is a
probabilistic technique for solving computational optimization problems which can be
reduced to finding good paths through graphs. They are inspired by the behavior of
ants in finding paths from the colony to food.

As said in the previous section, application of an ACO algorithm to MJQO problem
requires definition of a constructive algorithm. Accordingly, a constructive algorithm
called ACO-MIJQO is proposed in which a set of artificial ants builds feasible solu-
tions with some join order. Because of positive feedback mechanism, the ant could
collaborate with each other and could find the better solution in shorter time. ACS-
MIJQO works as follows:

Input: Collection of all relations corresponding to
query Q called L.
Output: Join tree M with special join order making
query execution cost lowest
Begin
Each ant has been placed to the same relation R;
/*Number of tuples about R is smallest*/
For i=1 to m do {/*m is iteration number * /
For j=1 to n do {/* n is ants number* /
M=R;
While (L is not null) {
if (relation C and current relation node are
linked with edge in query graph) {
According to state transition rule choose
next relation node C;
M =MUC;
Update query graph, delete edge E(Ri,C),
Ri is current node;
Ri and C are merged into as current rela-
tion node;
L = L-C;
Local update pheromone;
} //end if
}//end while
n=n+1;
} //end For j=1 to n
Record the cost of optimal solution Q(m) in this
iteration;
Global update pheromone;
m=m+1;
}
Record global optimal solution M;
End
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3.1 State Transition Rule

In order to construct complete solutions, each ant iteratively starts from a relation
node and adds new relation node until all relation nodes have been put into the join
tree. When in node i, an ant applies transition rule, that is, it probabilistically chooses
the next node j from the set US of feasible nodes. Transition rule is as follows:

arg max[(z,)* (17,)" 1.4 < q,
V= jeus (3)

Vv, q>4q,

The set US contains all the nodes which have not been visited and if add them in
solution, could not generate Cartesian product. As interpreted in the formula (3), The
ant in node i chooses the next node j to visit on the basis of two factors: the heuristic
desirability 77, here defined as d(j)/n(j).d(j) is degree of node j in query
graph, n(j) is tuples number about node j. The pheromone trail T, that contains a
measure of how well it has been in the past to include arc (i, j) into a solutlon (it is the
memory of the colony). The parameters o and B control the relative importance of the
pheromone versus the heuristic information; q is random variable uniformly distrib-
uted over [0,1]. The next node to visit is chosen with probability q0 as the
node j, je€ US, for which the product (TU) (77,}) is highest (deterministic rule),
while with probability 1-q0 the node j is chosen with a probability given by:

(z,)" ()" ;
—ﬁ’ US
p =12 @) @) 4
v jeus
0, otherwise

3.2 Pheromone Updating Rule

In ACO-MJQO, update pheromone in two stages: local pheromone update and global
pheromone update.

All of ants perform local pheromone update after each construction step. Each ant,
when moving from node i to node j, applies a pheromone updating rule given by:

_p*

new old

+(1-p)*7, (5)

Where 7, is the pheromone decay coefficient, and is the initial value of the phero-
mone, which can be defined as 7, =1/ N *C_. , where N is total number of rela-
tions related to query Q, le.n is cost of optimal solution solved by greedy algorithm.

The main goal of the local update is to diversify the search performed by subse-
quent ants during an iteration: by decreasing the pheromone concentration on the
traversed edges, ants encourage subsequent ants to choose other edges and, hence, to
produce different solutions. This makes it less likely that several ants produce identi-

cal solutions during one iteration.
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The global pheromone update is applied at the end of each iteration by only one
ant, which can be either the iteration-best or the best-so-far. The update formula is as
follows:

new
T

Id
= prr (- p)*Ar, ©
The rationale is that in this way a “preferred route” is memorized in the pheromone
trail matrix, and future ants will use this information to generate new solutions in a
neighborhood of this preferred route. A7, is defined as A7, =1/Q(M) , where

QM) is the cost of optimal solution in one iteration.

4 Experimental Results

In order to illustrate the effect of ACS-MJQO in solving this problem, experiments
have been implemented on computer with Pentium4 2.93G+512RAM+Windows2000.
A database including 50 relations that have attributes association with each other has
been used as test data. Genetic algorithm and ACO are used to solve this problem
respectively.

The values of parameters in ACS-MJQO are as follows: a=1, p=3, q0=0.2,

£ =0.9, ants number m=10.

a5

451

Ratio for query execution cost

1 1
g 10 15 20 25 30 35 40 45 a0

Murmber of relations

Fig. 5. Ratio of query execution cost

As is indicated in Fig 5, number of relations corresponding to query Q are taken as
X-axis and values defined as query execution cost of GA/ query execution cost of
ACO, are taken as Y-axis, Fig 5 indicates the cost of optimal solution generated by
ACO is lower than that generated by GA.
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Fig. 6. Comparisions of execution time

As is shown in Fig 6, number of relations corresponding to query Q are taken as
X-axis and time for generating optimal solution—query execution plan is taken as
Y-axis. The simulation results show that ACO finds optimum solutions more effec-
tively both in time and quantity than GA The figure indicates genetic algorithm
spends more time than ACO algorithms on finding optimal solution especially with
the incensement of relation number.

5 Conclusion

MIJQO problem is hotspot in database research field. A good optimization algorithm
not only can improve the efficiency of queries but also reduce query execution costs.
In this paper ACO algorithm was proposed to solve the problem of MJQO. In ACO-
MIJQO, local pheromone update and global pheromone update are applied, and at last
obtain a rational solution.

The simulation results show that ACO finds optimum solutions more effectively
both in time and quantity than GA especially with the incensement of relation
number.
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Abstract. The VRPTW is a well-known and complex combinatorial problem
which has considerable attention in recent years. Combinatorial optimization
problems of this kind are NP-hard and are best solved to near optimum by heu-
ristics. Here, we propose a two-stage optimization strategy for VRPTW. Firstly,
for constructing a good initial solution, we use the stochastic PFIH, guarantee-
ing the diversity of the initial solution. And then a hybrid system based on the
combination of SA and LNS is proposed to optimize the initial solution. Sec-
ondly, tune time windows for the customers using a regression iterative strategy
which is put forward to and figure out the optimum time for each vehicle de-
parting. It can make the total waiting time zero. The test of this work is exe-
cuted over the type C101 in Solomon’s VRPTW instances. It is proved by the
experiment that our algorithm can solve VRPTW efficiently and quickly.

Keywords: stochastic PFIH, iterative strategy.

1 Introduction

Vehicle Routing Problem(VRP)is a generic name referred to a class of combinatorial
problem in which customers are to be served by a number of vehicles. It is an impor-
tant element of many logistic systems. The Vehicle Routing Problem with time win-
dows (VRPTW) is a constrained version of the VRP wherein each customer must be
served within a specified time window. Instances of VRPTW occur frequently in
many industries, e.g., fast-food deliveries, product deliveries, postal deliveries, school
bus routing. Even slight improvements in solutions may result in large cost saving.
Thus, VRPTW problem is of growing interest in management science, logistics man-
agement and computer science.

However, the VRPTW problem is NP-hard. Therefore, present studies of this prob-
lem attempt to apply heuristic techniques to obtain suboptimal solutions and solve the
problem of getting trapped in local optimal. In these heuristics, a hybrid approach is
commonly used. Oliveriva H.C.B. [3] proposed a different approach based on the
combination of simulated annealing and a hill climbing strategy with random restart
(multi-start). Alvarenga.G.B.[4] proposed a robust heuristic approach using an effi-
cient genetic algorithm and a set partitioning formulation. Andrew. L [5] proposed a
two-stage algorithm for m-VRPTW firstly maximized the number of customers
served with an Ejection Pool to hold temporarily unserved customers, then minimized
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the total travel distance using a multi-start iterated hill-climbing algorithm with clas-
sical and new operators including Generalized Ejection Chains.

In our paper, we firstly construct an initial solution by the stochastic PFIH, and
then optimize the initial solution using the hybrid algorithm that combines Simulated
Annealing and Large Neighbor Search strategy. Finally, a regression iterative strategy
is put forward to adjust time windows for the customers and figure out the optimum
time for each vehicle departing, it can make the total waiting time zero.

2 Procedure for Paper Submission

In the VRPTW, every customer i, ie C = {l, 2n} has a given demand g;. Our aim
is to find the route for every vehicle in such a way that: (1) each customer in C is
visited exactly once within its service time; (2) all routes start at the node 0 and end at
node n+1, N = {0,1,...,n +1} ; (3) the total of customers’ demands for each route can-
not exceed the vehicle’s capacity g, all the vehicles are of the same type and have the
same capacity; (4) each customer i has a service time S; and a service-time window
[e,,l ], that is, the vehicle services the customer i must atrive before /;. If it arrives
before e;, it should wait for w;. Then, basically, the object of the VRPTW is to find a
set of customers attended for each vehicle of the fleet in order to minimize the total

travel distance or minimize the number of the vehicles used.
Our formulation is based upon the model defined by Solomon [2].

N N
mind > > e,y (D
i=0 j=0 k=1
N N
DXy =2 x; <1 i=0kefl,2-,K)} 2)
Jj=1 j=1
K N
D> x =1 i, je{0,1-,n} (3)
k=1 j=0
N N
YaX i <a ke{l.2K) 4)
=0 j=0
K N
D3 % (b 45+t +w)=b,, je {1,2-+,n} 5)
k=0 i=0
e<(a+w)<l ieN 6)

where S;: the service time of customer i; g;: the demand of customer i; #;: the direct
travel time between i and j; c;: cost of traveling from customer i to customer j; a;:
arrival time to customer i; b;: the time to begin servicing customer i.

If vehicle k travels directly from i to j, Xy =1; otherwise, X, =0,i#j,1i,jeC.

The object is to minimize the total vehicle travel cost (1) subject to vehicle capacity,
travel time and arrival time feasibility constraints. (2) make sure that each vehicle
starts from node 0 and ends at node n+1. In addition, each customer can be served by
one and only one vehicle. (3) At the same time, the demands of all the customers
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serviced by vehicle k cannot exceed the maximum capacity of the vehicle k. (4) Ex-
pressions (5)-(6) define the time windows.

3 A Hybrid System for the VRPTW

This work aims at constructing a hybrid system based on the combination of simu-
lated annealing and large neighbor search strategy. For constructing a superior initial
solution for SA algorithm, this work uses stochastic PFIH. Readers may refer to
Marius Solomon [2] for details of the PFIH algorithm.

The Initial Solutions

To construct the initial routes, the stochastic PFIH also proposed in [1] is utilized. It
can produce quickly diversified solutions .The original PFIH [2] is deterministic, but
differently, in the stochastic PFIH a random choice is used to define the first customer
for each new route. That is necessary to produce diversiform initial solution.

The Procedure to Produce New Solution

The procedure mechanism of the new solution is betterment of large neighbor search
(LNS), which is proposed by Pawl Shaw (1998). It starts from the initial solution, and
find the optimum solution based upon the processes of continual re-move and re-
insertion. Though LNS possesses the competitive search technique in the problems
which have complex restraint conditions, but we need a superior initial solution, so
we construct the initial solution by Stochastic PFIH. In view of the peculiarity for
VRPTW, the processes of re-move and re-insertion are described as follows.

Here, set A is the present solution, ¢ is the customer which will be removed from A,
set R is made of the customers removed from the A, p is the number of the customers
removed, we use set B to denote the part-solution that when p customers have been
removed from A.

The first element of R is the customer z which removed from A at random, the sec-
ond one chosen from the rest customers in A is who would be maximal related to
customer z, the others would be chosen by the relatedness with set R. Every time the
customer removed is maximally related to set R. The above-mentioned procedure will
be repeated p-2 times until all the required customers are chosen, we use the simple
relatedness function r(i,j) to denote the relatedness between any two customers i and j,
R(i,R) denote the relatedness between any customer i and R:

r, ) =1/, +v,) (7
RG,R) =3 r(i, j) @®)
JER
where t;. =1, / max(tij) , vy=1if i and j are served by the same vehicle and 0 otherwise;

t; is the time of getting from i to j (travel distance in this paper).
For the sake of finding a new superior solution, we use re-insertion process ,that is,
re-insert the element in R to B. But there will be many re-insertion positions for the
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customers in R when we insert them to B, so we design the following algorithm in
order to guarantee the feasibility of the re-insertion process.

Firstly, fix the best insertion position for every customer in R: the best feasible in-
sertion position for a un-insertion customer is the one that minimize the increment of
objective function value, and record the objective function value. After that, sequence
all the objective function values just recorded, and choose the customer ¢ which has
the minimal increment value. Then re-insert it to B, and remove it from R. At the
same time, search all the solutions that can re-insert other customers in R to B and
repeat above procedure until R is empty, that is, all the customers removed from B
have been inserted B again. Then we compare all the solutions we have found with B.
If B is superior, choose B as the optimum solution present.

The Integrated Algorithm for VRPTW

The hybrid algorithm in this paper consists of two stages: firstly, the stochastic PFIH
is utilized to produce a finer initial solution; secondly, we extend the search space to
avoid trapping in a local optimum, and combine LNS and SA to optimize the tour for
finding the optimum solution. The whole procedure is described as follows:

Step 1: Produce an initial solution S, by stochastic PFIH and calculate objective
function value f(S,). Fix initial temperature 7=T,. For each T, the iterative time is [
whose maximum value is L, m is the times that don’t accept continuously new solu-
tion by now, and the upper bound of m is M.

Step 2: If T > T’ (T’ is the termination temperature), then turn to step 3, otherwise
to step ©.

Step 3: If I<L and m<M, then turn to step 4; if m>M, turn to step 6.

Step 4: Produce a new solution ', calculate Af = f(S")— f(S,), if Af <0, then

the new solution S’ is automatically accepted to replace S, then turn to step3; other-
wise, accepting the new solution S” will depend on the probability established by the
Metropolis Criteria, which is given by /"
otherwise m=m+1, turn to step 3.

Step 5: T decreases successive depend on formula 7}, ;=aT;}, turn to step 2.

Step 6: Export the optimum solution.

, if accept, then m=0 and turn to step 3,

4 The Regression Strategy for Time Windows of Customers

Because the target of the feasible route is not only to minimize the total traveled dis-
tance, but also to minimize the total wait time, even to zero. Thus, in our paper,
minimizing the total traveled distance is taken as the first target, and we also consider
the waiting cost in the traffic, and put forward a strategy to adjust the time windows
for the customers and figure out the best time for each vehicle departing, so it can
make the total waiting time zero. We define it regression iterative strategy as follows:
Let “0—v, —---v, =07 is the feasible route for vehicle K, [ev’ ,lv’] is the time

window for customer v;. After the time window is adjusted, it becomes [e,l],
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v, € {12n} . [e,,1,] is the time window of vehicle K. The step for adjusting the
time window for each customer in the whole route is:

ly—1,, —svn} .

v, 270

Stepl: calculate e/ :max{ev € —1,, =S, } LU= min{l

LVI

Step2: updating the time window of v, as [e‘f” U

Vn

], repeat step 1, calculate the new

time window for v,_i,...,v;.
Step3: denote e, =/, —t,,, [, =1

’

oo lex,li] is the time window for vehicle K

departing from the depot.
From the step of regression iterative strategy, we can find such fact: for any ¢, and

I (vi € {12n}) , they satisfy the following condition: e; < l" . Otherwise, the solu-

tion acquired will be the unfeasible solution that violates the time window. In order to
improve the feasibility of the strategy, we bring forward a theorem and prove it.
Theorem 4.1: In the new time window, vehicle needn’t wait or its’ waiting time is
zero at any two customers which is adjacent in the same route.
Proof: Assume customer i and j are serving by vehicle K, here i is before j, that is,
vehicle K visit i early, and their new time windows are [¢],1]] and [¢},I]] after we

adjust all the time windows. The new time when service at customer i and j is denoted
by b/ and b). Let w, and w) be the new waiting time at customer i and j separately,

then,
e/ <b/ <, e = max{ei,e; —t, —si} U= min{li,lj'. —t, —si} .
Apparently, it is feasible to visit customer i and j in the new time window, now we
. 4 4
will prove w; <0 and w; <0.

(1) If customer i is the first customer that vehicle K visits, w[,' =0. Now customer j

is the second one, and wj':max{O,ej'—(bi'+s‘.+tij)} , ej'—(bi'+si+tij)=
(e —s,—t,)—b  <e/—b <0, thatis, W/ <0.

(2) If customer i is the m™, the customer j is the next one, and w/ <0, w; <0.
So when customer i is the m+l‘h, j is the m+2‘h, wl.' <0 and w; <0 from that we
have just proved.

Summarize from above that we just have proved, when customer i is any customer
that serviced by vehicle K, there w/ <0 and w; <0.

This completes the proof.

5 The Experimental Result

For the VRPTW, there are many publications using heuristics and meta-heuristics,
Solomon’s 56 benchmark problems are frequently used for the comparison of differ-
ent heuristics. The test of this work is executed over the type C101 in Solomon’s
VRPTW instances. Therefore, our algorithm is at least comparable to previous meth-
ods in terms of total distance traveled, the control parameters can be found in Table 1.
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Table 1. Algorithm Paramenters

T, o m M [ L T’
100 0.8 20 30 5 30 0.8

The best results achieved by our algorithm for VRPTW are compared with the best
published results [4]. According to Table 2. Our algorithm generated equivalent solu-
tion in C101. Meanwhile, the time that every vehicle departing from each node is
given in appendix.

Table 2. Result for the C101

route the order of the customers visited distance
1 0-20-24-25-27-29-30-28-26-23-22-21-0 50.80355
2 0-67-65-63-62-74-72-61-64-68-66-69-0 59.40312
3 0-5-3-7-8-10-11-9-6-4-2-1-75-0 59.61804
4 0-43-42-41-40-44-46-45-48-51-50-52-49-47-0 64.80748
5 0-90-87-86-83-82-84-85-88-89-91-0 76.06957
6 0-13-17-18-19-15-16-14-12-0 95.88471
7 0-98-96-95-94-92-93-97-100-99-0 95.94313
8 0-32-33-31-35-37-38-39-36-34-0 97.22717
9 0-57-55-54-53-56-58-60-59-0 127.2975
10 0-81-78-76-71-70-73-77-79-80-0 101.8826
total 828.9369

We can see the comparison in some literatures through Table 3.

Table 3. Comparison in some literatures

Alogrithm NV TD Reference
PFIH 10 853 Solomon M.M.(1983)
ACS 10 833 Xuan Tan et.al (2005)

GIDEON 10 833 Thangiah et.al (1993)
CGH 10 828.94 Alvarenga.G.B.(2004)
mGA 10 828.94 K.C.Tan et. al (2001)

Best Result 10 827.3 Desrochers et.al (1992)

Our algorithm 10 828.937 Jiangwx et.al (2007)
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6 Conclusion

In this paper, we propose a two-stage optimization strategy for the Vehicle Routing
Problem with Time Windows. The algorithm firstly constructs an initial solution by
the stochastic PFIH to provide a superior initial solution, and then optimizes the initial
solution using the hybrid algorithm that combines SA and LNS. Finally, a regression
iterative strategy is put forward to adjust time windows for the customers and figure
out the optimum time for each vehicle departing. It can make the total waiting
time zero.

The experimental results have shown that the algorithm greatly improved the solu-
tion’s quality. When compared with previous approaches, it also suggests the direc-
tions for future work exploring the incorporation of additional local search operators
into the meta-heuristics.
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Appendix

The optimum time for each vehicle departing at each customer:

Vehiclel: 21.3944 121.394 216.394 308.394 494 589 682 774 867 960 1052 1062.2

Vehicle2: 20.7934 123 214 306 401 494 589 682 774 867 962.385 1054.39 1070.2

Vehicle3: 21.1933 126.326 217.326 309.326 402.154 495.76 588.76 681.922 774.158 866.394
960 1052 1145 1160.81

Vehicle4: 0.220282 106.773 199.773 291.773 383.773 476.773 569.602 661.602 753.602
846.602 938.838 1032 1125 1217 1235.03

Vehicle5: 24.3845 135 230 321 417 510 605.831 698.659 791.659 884.488 978.093 1000.45
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Vehicle6: 20.5979 141.404 236.789 328.789 422.394 516 608 703 798 893 926.54

Vehicle7: 17.9921 139.615 231.615 327 422 517.831 609.831 704.831 799 798 893
926.541

Vehicle8: 24.1807 161.615 254.615 346.615 536.615 629.615 723.615 814.615 910
961.478

Vehicle9: 21.1942 142 236 329 424 519 614 706 799 837.079

Vehiclel0: 24.6148 149.615 241.615 336.615 432 618 711 811.44 846.497
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Abstract. In recent years, there has been a remarkable growth of the portable
computing devices market. To develop and design a scalable, programmable ar-
chitecture that can be dynamically reconfigured during program execution to a
new circuit structure is a key design goal for self-reconfigurable computing sys-
tems. In this paper we proposes a new architecture of evolvable computer, this
architecture consists of a general-purpose processor, a reconfigurable compo-
nent (programmable array) and a evolutionary algorithms processor (DSP), and
describe the work mechanism of the evolvable computer in detail.

1 Introduction

The computers for deep space exploration to Moon, Mars and beyond faces new chal-
lenges, including the extreme environment, the delay of too-long information trans-
portation, the expensive cost of launching and transportation, the unknown situation
in space sailing, and so on [1,2]. Environments with large temperature swings is one
typical factor induce drifts, degradation, or damage into electronic devices, such as
between -180°C and 120°C at the initial landing sites on the Moon, low temperatures
of -220°C to -230°C during the polar/crater Moon missions, high temperature of
460 °C for Venus Surface Exploration and Sample Return mission, etc [3].

The current approach for deep space exploration computers designs is to use com-
mercial/military range electronics protected through passive (insulation) or active
thermal control, and high weight shielding for radiation reduction. In fact, that only
solves problems partly, but adds to sizable weight and volume, compounded by power
loss, and additional cost for the mission. More importantly, as missions will target
operations with smaller instruments/rovers and operations in areas without solar
exposure, these approaches become infeasible. Therefore, we must explore a new
technology which is suitable for computers designs for deep space explorations with
several advantages including lower costs, less power, higher reliability, higher flexi-
bility and longer life-span, etc. Evolvable hardware (EHW) is an emerging technology
with reconfigurability and evolvability suit for space applications. The core of the
EHW technology is using advanced search algorithms to automatically design, recon-
figure, adapt, or otherwise manipulate hardware or software models of hardware,

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 206-211, 2008.
© Springer-Verlag Berlin Heidelberg 2008



An Architecture Design for Evolvable Computer 207

typically evolutionary algorithms (EAs) which are stochastic search methods that
mimic the metaphor of natural biological evolution, such as selection, recombination,
mutation, migration, locality and neighborhood. Normally EHW is built on software-
reconfigurable logic devices, such as the PLD (Programmable Logic Device) and the
FPGA (Field Programmable Gate Array).

2 Computing Systems for Deep Space Applications

Reconfigurable computing systems [4] are systems that consist of some reconfigur-
able hardware along with software programmable processors. The reconfigurable
component provides the ability to configure or customize the system for one or more
applications. In the ideal case, a reconfigurable system delivers high performance
typical of ASIC devices and also provides the flexibility of a general-purpose proces-
sor (i.e. it can execute a wide range of applications). Conventionally, field program-
mable gate arrays (FPGAs) are the most common devices used for implementing
reconfigurable components. This is because FPGAs allow designers to manipulate
gate-level devices such as flip flops, memory and other logic gates. However, FPGAs
have certain disadvantages such as low logic density and inefficient performance for
word-level data path operations. Hence, many researchers have proposed prototypes
of reconfigurable computing systems that employ non-FPGA reconfigurable compo-
nents such as DPGA , Garp , PADDI, MATRIX , RaPiD, REMARC , and RAW.

Self-reconfigurable computing systems (an other name of EHW) [5] can changes
their architecture and behavior dynamically by themselves while executing a task in
order to adapt to their environment and refine their own programming for better per-
formance. They are the most challenging and powerful reconfigurable computing
systems. Usually, self-reconfigurable system is implemented on programmable logic
devices such as FPGAs. EHW can fall into two categories: extrinsic (or off- line)
EHW and intrinsic (or on-line) EHW. In extrinsic EHW, evolution is determined by
software, in intrinsic EHW, the hardware controls its own evolution. Currently, EHW
has most been studied in terms of off-line adaptation and EHW is a very interesting
research field in the artificial intelligence.

Building the electronic system for deep space applications with the EHW technol-
ogy has already got a lot of achievements, for example “Intelligent Decision-Making
for Autonomous Rover Operations” which will be used to explore the Mars in 2009
by NASA[6]. The main object of this research item is to find the best routing strategy
even in the unknown environment which sufficiently taking all kinds of factors into
account, such as the requirement of exploration missions, the performance of electric
systems, the condition of space environment, and so on. These instances of EHW in
enabling a fully autonomous space exploration mission have one representative char-
acteristic that is intelligent ability. The main tasks of the intelligent system including
two categories: ones that handle the high-level heuristic functions of decision-making
and ones that control the low-level autonomic reactive behaviors. For example, during
the course of mission operation, it support the planning and scheduling of mission
activities to accomplish the overall mission goals and objectives, taking into account
the operational status of flight and ground mission elements, health and safety con-
straints, optimal resource allocation, and science prioritization.
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Normally, the architecture of it has multi-level interconnects and interfaces, which
offers extreme flexibility and is radically reconfigurable by using both evolvable
hardware and intelligent software on the system level as well as the module level. The
whole intelligent system is a highly integrated hardware-software system that is
analogous to the integration of the neural system with the body in biological systems.
In order to design and analyze the system expediently, it can be separated into three
basic levels including system level, sub-system level, and Module level. The hierar-
chy can provide large-scale failsafe redundancy and adaptability to a broad range of
operational environment. System level realizes the swarm reconfiguration and reallo-
cation of space system with multi-agent coordination technology. Current reconfigur-
able space system concepts generally achieve different system configurations by
rearrangement of system modules with fixed functional characteristics. And the sys-
tem-level reconfiguration is allowed to evolve with science priorities and system
degradation and attrition. The functional groupings and the operational status of the
swarm will be continuously evaluated throughout the mission and the constituents
optimized to meet the mission goals. Subsystem level includes an innate set of
functional subsystems that are connected by programmable, adaptable and evolvable
interfaces to provide functional plasticity.

3 Architecture Design of Evolvable Computer

From the above analyze, we can know in the EHW implementation may be meets
some problems. One is the traditional most simple expression design method is no
longer the best choice in the hardware evolution, selects the small scale electronic
circuit, which has the complexity and more reuse, being the fundamental component,
can cause the electronic circuit expression more simple, and is helpful for the hard-
ware realization, improvement the evolution efficiency. The other is for the optimized
electronic circuit structure, the evolution tends to use fine-grained granularity compo-
nent, such easy to constitute the new combination form, obtains the high performance
sign electric circuit, uses the coarse-grained granularity component to be advanta-
geous to fast forms the electric circuit which satisfies the function request, but usual
performance index insufficient and the fitness value not good.

For these reasons, our evolvable computer architecture comprises three major com-
ponents: the programmable array, control processor, evolutionary algorithm processor
(DSP). Fig.1 shows the organization of the evolvable computing system.

Control processor: Since most target applications involve some sequential process-
ing, a RISC processor, is included in the system. This is a MIPS-like processor with a
4-stage scalar pipeline. It has a 32-bit ALU, register file and an on-chip data cache
memory. This processor also coordinates system operation and controls its interface
with the external world. This is made possible by addition of specific instructions
(besides the standard RISC instructions) to the processor ISA. These instructions
initiate data transfers between main memory and our system components, and control
execution of the DSP.

Evolutionary algorithm processor (DSP): this component like the traditional DSP,
but the only different is evolutionary algorithm will be execute and get the configura-
tion bit-string. So this component is the source of the programmable array.



An Architecture Design for Evolvable Computer 209

Conirol processor

I | Imterco ion network |

Programmahle array
Execute evelutionary algorithm | (FPGA)

Fig. 1. Architecture of evolvable computer

Programmable array: for this component the most important feature is the inter-
connection structure is evolvable. So in this component the main work is design the
interconnection structure (like Fig.2 show), and uses the basic computing element
which has the function to optimize, connection to form the component.

Contral componet Control componet Control compotet

Control componet Control componet Control componet

2 4

Fig. 2. Interconnection structure

The interconnection structure has two essential features: One is the granularity
choice-component level, the processing unit function may establish as same or the
different form, but the data operation may use the character level operating mode,
guarantees the high performance, for example the 8 or 16 bit data operations. In fine-
grained granularity system, processing unit including traditional logical gate, trigger,
and search table LUT and so on. They operate with bit, and complete the boolean
function of the limited state machine. This structure suits the bit operation and the
logic operation. The fine-grained granularity array is usually based on the FPGA
system. The FPGA structure has the fine-grained granularity programmable logical
block and the programmable internet, provided for the system has been very big the
flexibility, when FPGA completed the computation task had following shortcoming:
Because uses the bit operation pattern, therefore in realization the operation of wide



210 X. Yan et al.

data way, the unit maybe including many process unit (bit level).Then the unit inter-
connection line layout expenses are big, the chip area use rate is low, also the power
cost is big. The massive processing unit, the wiring switch and the corresponding
disposition data takes the massive resources, simultaneously costs the long disposition
time, is unable to realize the dynamic change. The logical level programming causes
FPGA the application development to be similar to the VLSI design. Compares with
the general processor, the source is difficult in the usual higher order language algo-
rithm mapping on FPGA to realize, because the FPGA granularity and the source
code operation width does not match. The massive time use in synthesizing.

In coarse-grained granularity system, processing unit including integrity function
unit, for example completes the character operation ALUs/or the multiplier, and more
suitable completes the arithmetic operation of character size data. The coarse-grained
granularity structure has the multi-bit wide data way and the complex operation op-
erator overcomes based on the FPGA numerical procedure shortcoming. The wide
data way may complete on the chip effectively the complex operation, in addition,
also may avoid the bit level processing unit constitution complex operator big layout
expenses. In processing unit interconnection line aspect, because the connection is the
multi-place number according to wide, therefore each line all has the high area use
factor, processing unit quantity are less than several magnitudes FPGA, the few
segments may reduce the area which the overall situation wiring occupies. The low
quantity and the high granularity communication segment have provided the rich
correspondence resources, but the fine grain structure is actually the low efficiency. In
the practical work both includes the fine-grained granularity operation and the coarse-
grained granularity operation, therefore selective the process unit granularity usually
needs to adopt compromised. But the mixed granularity unit both to be possible to
complete the bit level operation, and may completes the character level operation. For
example RAW, CHESS and so on... So we think the structure decided not only by a
processing unit granularity, but also by the interconnection network.

For the interconnection structure the second feature is the interconnection network
- evolvable: the configuration data may download to the inactive part of the structure,
but does not use the operation of the interrupt processing part. Disposition data
downloading or the heavy load operates through the internal inserting processor ker-
nel complete. The basic interconnection structure is decided by the processing unit
overall situation arrangement way. Simultaneously needs to consider the system aims
at the application domain and completes complexity. Very obvious, the correspon-
dence structure type affects directly the application mapping complexity. At present,
the most main structure is two-dimensional Mesh structure. In some other structures,
the processing unit is arranged or many linear arrays. In the third structure, connects
each processing unit with crossbar, like this may realize connects willfully.

Mesh structure: This structure will array the processing unit according to the rec-
tangular, if the simple interconnection way horizontal and vertical all around unit will
be connected for each unit. This kind of structure may effectively realize parallel and
the full use correspondence resources. But must use the grid fully the superiority,
must carry on the reasonable effective layout and the arrangement to the data. This
step has the very tremendous influence to the application execution, around the proc-
essing unit is close to the unit is the direct correspondence resources. Linear array
structure: This structure processing unit by the emissions is or many linear arrays,
between usual neighboring unit interconnection. This kind of organization mainly
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uses for to map the assembly line algorithm, each processing Yuan is equal to the
assembly line operation. The linear array suits in does not have cross's application.
Full crossbar connection: The permission processing unit the willfully connection, is
the most formidable correspondence network. This enables the wiring duty to become
the simple operation. However, because completes full the crossbar connection to
need the very high price, at present this kind of structure system only completes a
simple level connection. The three structure have their own feature in our design we
want to use the three structure mixed together, then the interconnection structure will
be more flexible.

4 Conclusion

With the EHW technology developing, the hardware of self-reconfigurable computing
systems becomes EHW and the software becomes corresponding intelligent software
that forms a self-organize, self-diagnose, and self-recover computer system. In the
early days of the EHW research, we aim at the optimize circuit design technology of
the electronic system including evolvable computer design with the EAs. In this paper
we proposes a new architecture of evolvable computer, this architecture consists of a
general-purpose processor, a reconfigurable component (programmable array) and an
evolutionary algorithms processor (DSP). For this architecture, we have described
about the mechanism in detail, the important feature of this architecture is evolvable.
In this architecture, the important is the interconnection structure design, in the struc-
ture we emphasize on the granularity selection and the interconnection network selec-
tion. The next work is implementation this architecture with FPGAs and compared the
performance with other reconfigurable computing systems.
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Abstract. Gene Expression Programming(GEP) is a kind of heuristic method
based on evolutionary computation theory. Basic GEP method has been proved
to be powerful in symbolic regression and data mining tasks. However, GEP’s
potential for neural network learning has not been well studied. In this paper,
we prove that basic GEP neural network(GEPNN) is unable to solve difficult
regression and classification problems. Based on our proof, we propose an ex-
tended method for evolving neural network with GEP. The extended GEPNN is
used in function finding and classification problems. Results on multiple learn-
ing methods show the effectiveness of our method.

1 Introduction

Gene expression programming[1][2] is a kind of evolution computation method based
on genetic algorithms and genetic programming. It shares the fundamental evolution-
ary idea of evolution computation method and uses genotype/phenotype mapping to
overcome difficulties of GA and GP. GEP has been proved to be versatile and robust
on various learning tasks such as symbolic regression, cellular automata, classifica-
tion and association rules mining and time series analysis[1][2][3].

Artificial neural network(ANN)[4] is a kind of learning method which has been
well studied in artificial intelligence field. An ANN is a computational device consists
of many simple connected units called neurons which work in parallel. The connec-
tions between the units or nodes are usually weighted by real-valued weights.

Researchers have tried many evolution computation methods to evolve the topol-
ogy and weights and thresholds of the networks[5]. Among all these theories, the
most important and common method of neural network training is to fine-tune the
weights and thresholds of the networks.

Although GA has been used in neural network evolution by many researchers, GP is
not commonly used for the same task. Ritchie et al. developed a genetic programming
optimized neural network (GPNN)[6] and used it to improve the identification of ge-
netic and gene—environment combinations associated with disease risk. As GP did on
NN, GEPNNJ2] was developed in an attempt to improve upon the trial-and-error proc-
ess of choosing an optimal architecture for a pure feed-forward back propagation neu-
ral network. Since the difference between GEP and GP has been well studied in
references[1][2], the superiority of GEPNN against GPNN is almost self-evident.
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GEP has been used to encode and evolve ANN, and GEPNN was used to solve 6-
multiplexer and XOR problems. But the original version of GEPNN by C.Ferreira[2]
was unable to solve high order regression problems. In this paper, we propose an
extended method for evolving neural network with GEP, our method is more natural
and robust. The extended method is able to solve high order regression problem with
high accuracy and it is also used to solve classification problems.

The rest of this paper is organized as follows. In section 2, we briefly describe the
mechanism and components of GEP algorithm. In section 3, we describe the basic
GEPNN algorithm and show its limitations with proof. In section 4, we propose our
extension and showed its better performance with extensive experiments. Conclusions
and future work are given in section 5.

2 Gene Expression Programming Algorithm

Gene Expression Programming[1] is a kind of evolutionary algorithm. It was first
invented by C.Ferreira in 2001. It shares the fundamental evolutionary idea of evolu-
tion computation method. Unlike GA’s fix binary string and GP’s parse tree represen-
tations, it uses fix length strings as its genotypes. The genotypes are later expressed as
phenotypes, i.e., Expression Trees (ETs) with different sizes and shapes. Usually five
components are specified when using GEP to solve a practical problem: the function
set, the terminal set that includes problem-specific variables and pre-selected con-
stants, fitness function, control parameters, and stop condition.

In GEP, a chromosome is composed of predefined number of genes. Each gene is
divided into head and tail parts. The size of the head (h) is determined by the user, and
the size of the tail (t) is computed as: t = h(n — 1) + 1, considering n the maximum
arity in the function set for the particular problem. The part not included in the ex-
pression tree is called non-coding area. For example, a GEP gene with the head length
of 6 could be as follows:

/. + .d.a.c:b.a.a.c.d.a.b
N,
d/ \a r:/ \b

Fig. 1. A GEP Expression tree

When multiple genes in a chromosome are expressed, they are connected by link-
ing functions such as arithmetical functions or Boolean functions. By this way, sev-
eral ETs can be combined to form a bigger ET. For detailed description of GEP.
Please refer to[2].
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3 GEP Neural Network

The GEPNN][2] proposed by C.Ferreira uses the basic GEP coding method and evolu-
tion strategy as its fundamental. The GEPNN optimizes the inputs from a larger pool
of variables, the weights and the connectivity of the network including the number of
hidden layers and the number of nodes in the hidden layer. Thus, the algorithm at-
tempts to generate optimal neural network architecture for a given data set. This is an
advantage over the traditional back propagation NN(BPNN) in which the inputs and
architecture are pre-specified and only the weights are optimized.

As C.Ferreira described in[2]: Structurally, a neural network has three different
classes of units: input units, hidden units, and output units. An activation pattern is
presented on its input units and spreads in a forward direction from the input units
through one or more layers of hidden units to the output units. The activation coming
into a unit from other units is multiplied by the weights on the links over which it
spreads. All incoming activation is then added together and the unit becomes acti-
vated only if the incoming result is above the unit’s threshold.

Fig. 2. A neural network topology

Consider, for instance, in Fig 2, the conventionally represented neural network
with two input units (i; and i,), two hidden units (h; and h,), and one output unit (0;)
(for simplicity, the thresholds are all equal to one and are omitted).

It can also be represented by a conventional tree:

Fig. 3. Conventional tree representation of ANN



Gene Expression Programming Neural Network for Regression and Classification 215

where a and b represent, respectively, the two inputs i; and i, and “D” represents a
function with connectivity two. This function multiplies the values of the arguments
by the respective weights and adds all the incoming activation in order to determine
the forwarded output. This output (zero or one) depends on the threshold, that is, if
the total incoming activation is equal to or greater than the threshold, then the output
is one, zero otherwise.

We could linearize the above NN-tree as follows:

0123456789012
DDDababl123456

where the structure in bold (Dw) encodes the weights. The values of each weight are
kept in an array and are retrieved as necessary.

4 GEP Neural Network Extension

Although GEPNN has been used to solve two important problems, i.e., XOR problem
and multiplexer problem, its power in symbolic regression has not been well studied.
Basic GEPNN can not been used to solve regression problems harder than one dimen-
sion function finding. Because default function set of basic GEPNN UDTQ are all
linear functions(where “U” represents a function of one argument, “D” represents a
function with two arguments, “T” represents a function of three arguments, and “Q”
represents a function of four arguments.). It is unable to model high order functions
other than linear function such as y=ax+b.

By analyzing the coding method of basic GEPNN, the most natural and effective
way to solve above problem is to add functions other than linear function such as
UDTQ, for example, multiply and division, which are often used but not included in
GEPNN. Their meanings are just as they often used in ordinary calculations.

For example, if we have a chromosome with h = 8 in the genotype, its correspond-
ing genotype is:

*-+2aaa469818617

Its corresponding expression tree is(the part not included in the expression tree is non-
coding area, the bold numbers are domain numbers for weights):

Fig. 4. A GEPNN expression tree
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with their weights are: {-1.553,1.612,-1.606,-0.487,1.475,-0.253,-1.91,1.427,-0.103,-
1.375}and their thresholds are: {-1.14,1.125,-1.173,-0.74,0.393,1.135,-0.625,1.523,-
0.029,-1.634}. Its expression tree is:

Fig. 5. A GEPNN expression tree with explicit weights and thresholds

By this way, we can regard GEPNN as a special kind of basic GEP, i.e., A GEPNN
expression tree is a special case of basic GEP expression tree with weight and thresholds.

5 Experiments and Results

5.1 GEPNN for Regression
We implemented the GEPNN in WEKA platform[8], a well recognized machine
learning toolkit package. In experiment I, we use the polynomial function

of y=2.718a” +3.146a , which is a relatively difficult problem among many

function finding tasks. We run the experiment 5 times. The parameters of each run are
given in table 1.

Table 1. Parameters for all experiments

Number of runs 10 Chromosome length 41
Max generation 5000 Mutation rate 0.044
Population size 20 One/Two point crossover rate 0.6
Function set *+/ IS transposition rate 0.1
Terminal set a IS element size 1,2,3
Gene number 1 RIS transposition rate 0.1
Head length 8 RIS element size 1,2,3
Max arity 2 Extra domain transposition rate 0.1

In experiment I, we use the absolute error fitness function:

G
f; ZlZ::,(M_‘C(i,j)_TJ‘) M
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where M is the range of selection, Cg; the value returned by the individual chromo-
some i for fitness case j (out of C, fitness cases) and T; is the target value for fitness
case j. If Cg; - Tjl (the precision) less or equal to 0.01, then the precision is equal to
zero, and f; = f,,, = C. M For this problem, we will use an M = 100 and, therefore,
fmax = 1000 for training and f},,,, =800 for 5-fold cross-validation.

The result of experiment for regression is given in Table 2. It shows that the
GEPNN can find good approximation to the polynomial function.

Table 2. Experiment result

Runs 1 2 3 4 5

Training Fit. 994.715 998.073 987.709 998.920 999.102

796.616 774.495 792.688 789.612 795.688
783.504 795.907 793.976 771.587 786.518
798.854 795.046 761.942 770.827 781.870
788.964 794.003 787.347 792.523 789.859
795.619 795.938 797.364 785.196 769.518

5-fold
C.V.

N[N —=

5.2 GEPNN for Classification

In classification learning tasks, we solved eight classification problems from UCI data
repository[7] with GEPNN, the features of the eight datasets are given in table 3.

Table 3. Characteristics of the Benchmark Data Sets

Database No. Cases No. of Attr. No. Class
Balance Scale 625 4 3
Breast Cancer W 683 9 2
Glass 214 9 6
Iris 150 4 3
Labor 57 15 2
Pima Indian 768 8 2
Wine 178 13 3
700 101 17 7

Problems given in above table show various kinds of complexity, with numbers of
fitness cases from tens to hundreds, number of classes from two to seven, number of
attributes from four to seventeen.

We implemented our GEPNN on classification with the strategy of round threshold
as GEP does. i.e., for the 0/1 rounding threshold converts the output of an individual
program into 1 if the output is equal to or greater than 0, or into O otherwise. For mul-
tiple classes we adopt the often-used one-against-all learning strategy to transform the
an n-class problem into n 2-class problems. We use the MultiClassClassifier in
weka.classifier.meta package as meta classifier. MultiClassClassifier also solves mul-
tiple class problems with one-against-all strategy.

The results of classification accuracy with standard GEP and our GEPNN are given
in table 4.From table 4, we can see that on the eight data sets we used in the
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experiment, GEPNN won on 4 data sets and lose on 4 datasets. That means GEPNN'’s
can not only be used to solve classification problems but also can get almost the same
performance on classification as basic GEP classification method does.

Table 4. Classification result

Database GEP GEPNN
Balance Scale 91.58 88.38
Breast Cancer W 95.65 95.91
Glass 60.47 57.94
Iris 95.6 94.00
Labor 64.91 75.79
Pima Indian 69.67 72.32
Wine 90.79 89.33
Zoo 87.53 89.31

6 Conclusion

In this paper, we presented a hybrid GEPNN which utilize the linear representation of
GEP. We used basic arithmetic operators to overcome the limitation of basic GEPNN
proposed by C.Ferreira.[2]. Results showed that our approach can solve difficult sym-
bolic regression problem as well as various kinds of classification problems. The
performance of our approach was fairly satisfactory with respect to its moderate accu-
racy. However, since this is only a preliminary research of GEPNN for regression and
classification, the accuracy can still be improved. On the other hand, the coding
method of GEPNN is much more complicated than that of basic GEP, the searching
space is much bigger than basic GEP. In the future, we will focus on how to narrow
the problem of searching space.
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Abstract. This paper is concerned with a method for designing a Granular-
based Linguistic Model (GLM) for identification of process system. For this
purpose, a GLM is constructed by the use of fuzzy granulation realized via lin-
guistic context-based fuzzy clustering. The proposed approach is comprised of
three steps. In the first step, we use Linear Regression (LR) for global approxi-
mation. As a result, we obtain the approximation error. On the basis of the er-
ror, we construct the GLM based on the linguistic contexts produced by the
error distribution for local approximation in the second step. Finally we use the
Constrained Least Square Estimate (CLSE) method to generate the flexible lin-
guistic context in the consequent part to improve the approximation perform-
ance. Finally, we use the proposed methods to identify a pH neutralization
process in a continuous stirred-tank reactor (CSTR). The experimental results
reveal that the proposed approach yields a better performance in comparison
with linear model, Linguistic Models (LM), and GLM itself.

Keywords: Granular-based linguistic models, fuzzy granulation, pH neutraliza-
tion process, constrained least square estimate.

1 Introduction

Over the past few decades, a considerable number of studies have been conducted on
the identification of nonlinear system using fuzzy models [5]. In general, the fuzzy
models are divided into three types depending on the particular structure of the conse-
quent part; linguistic fuzzy model [6], fuzzy relational model [7], and Takagi-Sugeno
(TS) fuzzy model [9]. In the linguistic fuzzy model, Mamdani [6] model was pro-
posed as the first attempt to control a steam engine and boiler combination by a set of
linguistic control rules obtained from experienced human operators. Fuzzy relational
model introduced by Pedrycz [7] is constructed by the particular antecedent proposi-
tion to be associated with seven different consequent propositions via a fuzzy relation.
On the other hand, TS fuzzy model is designed by a systematic approach to generat-
ing fuzzy rules from a given input-output data set.

Meanwhile, we develop a Granular-based Linguistic Model (GLM) constructed by
the use of fuzzy granulation realized through linguistic context-based fuzzy cluster-
ing. For this purpose, we develop the improved architecture based on conventional

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 220-227, 2008.
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Linguistic Model (LM) proposed by Pedrycz [8]. Although the effectiveness of this
model has demonstrated, this model has a poor approximation and generalization
capability. To solve this problem, we employ the Constrained Least Square Estimate
(CLSE) method [4] to estimate the consequent parameter. Furthermore, we compen-
sate a biased error by adding bias term to a GLM. Thus, we deal with global and local
approximation based on the proposed GLM. The proposed method is constructed by
combining Linear Regression (LR) for global model with GLM for local model. Fi-
nally, we apply to a pH neutralization process in a continuous stirred-tank reactor
(CSTR) [1], [3]. The results produced by the proposed method show a better ap-
proximation and generalization capability in comparison with linear ARX model, LM,
and GLM itself.

This paper is organized as follows. Section 2 describes the architecture and con-
text-based fuzzy clustering for GLM. In Section 3, we present the design method of
the proposed LR-GLM. The proposed model is applied to CSTR in Section 4. Finally,
conclusion is given in Section 5.

2 Granular-Based Linguistic Model (GLM)

This section describes the architecture of a GLM designed by context-based fuzzy
clustering. This clustering method is an effective approach to estimate the cluster
centers preserving homogeneity based on the concept of fuzzy granulation. In contrast
to the context-free clustering methods such as Fuzzy C-Means (FCM) [2], the con-
text-based clustering method is performed with the aid of the linguistic contexts
obtained in output domain. Fig. 1 shows the architecture of the proposed GLM.

___________

QOO

Context-based  Detailed linguistic contexts
fuzzy clustering Using CLSE method

Fig. 1. Architecture of the proposed GLM
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The optimization completed by this clustering is realized iteratively by updating
the partition matrix and the prototypes. When applying this clustering method to nu-
merical input-output data pairs, each of the cluster centers presents a prototype that
exhibits certain characteristics of the system to be modeled. The update of the
partition matrix is completed as follows

fy

Uy =

C m-1
z (% = vil| (1
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i=12,..,¢c, k=12,...,N
where me [1,00) is a weighting exponent or fuzzification factor. The linguistic con-
texts to obtain f, are generated through a series of triangular membership functions
with probabilistic distribution along the domain of an output variable and an 1/2
overlap between successive fuzzy sets. The prototypes are calculated in the form
N
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The computations of the prototypes are the same as for the original FCM clustering
algorithm. Moreover, the convergence conditions for the method are the same as
thoroughly discussed for the original FCM clustering algorithm [2]. On the other
hand, the consequent part is obtained by CLSE method as follows

min"U 0— Y"
0

(3)
subject to min(Y) <0< max(Y)

where U and Y denote the activation levels in layer 2 and the actual output, respec-
tively. The parameter 6 to be estimated is the modal values of the detailed linguistic
contexts. For further details on the CLSE method, see [1],[3].

3 Proposed Approach: LR-GLM

Based on the GLM described in Section 2, we propose two approaches to improve the
performance related to global and local approximation. Firstly, let us consider the
block diagram of LR-GLM shown in Fig. 2. The LR and GLM are used for global and
local model, respectively. The LR is designed to predict a system’s behavior for target
system. The model can be expressed as follows

YL =ag ta;xy +---+ax; 4)
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where {ao,al,...,a-} are modifiable linear parameters. y, is the predicted output
obtained by LR. The optimal values of these linear parameters were obtained directly
by the least-squares method. The error obtained by LR is used as the output in the
constructed GLM. In other words, a GLM is constructed to identify the local area
represented by approximation error. Thus, the final RMSE (Root Mean Square Error)
is calculated by the following form

N
Z((?L _9G)_y)2 (5)
RMSE, = |+

N

where ¥ and y are the predicted error and the actual output, respectively.

X Target System

LR model

> GLM

final error

Fig. 2. Block diagram of LR-GLM

4 Experimental Results

We use the well-known benchmark problem with nonlinear dynamics for pH neutrali-
zation process in a continuous stirred-tank reactor (CSTR). The input variables are
pH(k) and Fy,on(k) in the steady-state process. The output variable to be predicted is
pH(k+1). The experimental data set was produced by randomly generating Fy,on(k) in
the range of 513-525 I/min. For further details of this dynamic model for a pH in a
CSTR, see [1],[3]. The dataset includes 2500 input-output pairs. The random split into
the training and testing part is the one of 60%-40%. The experiment was repeated 10
times (10 fold cross-validation). The training data set is used for model construction,
while the test set is used for model validation. Thus, the resultant model is not biased
toward the training data set and it is likely to have a better generalization capacity to
new data. Fig. 3 visualizes the distribution of input data and cluster centers in each
linguistic context estimated by context-based fuzzy clustering, respectively. Fig. 4
shows the randomly generated Fy,on(k) in the range of 513-525 1/min.
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In the conventional LM, these contexts were generated through a series of trian-
gular membership functions with equally spaced along the domain of an output
variable. However, we may encounter a data scarcity problem due to small data
included in some linguistic context. Thus, this problem brings about the difficulty to
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obtain fuzzy rules from the CFCM clustering. Therefore, we use probabilistic dis-
tribution of output variable to produce the flexible linguistic contexts. Fig. 5 shows
the automatic generation of linguistic contexts based on histogram, Probability
Density Function (PDF), and Conditional Density Function (CDF). Fig. 6 shows the
global approximation error obtained by LR method and local predicted error
obtained by GLR method, respectively.
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Fig. 5. Generation of linguistic contexts (p=6)

T T
1L — — predicted error B
—— actual error

0.8

error

. . . . . .
0 200 400 600 800 1000 1200
no. of data

Fig. 6. Global approximation error and local predicted error
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We obtained the best performance in case of p=6 and c=6 as the number of “p” and
”c” increase from 2 to 6. Fig. 7 and 8 visualize the prediction performance and error
of actual output and model output obtained by the proposed method for test data (one
among 10 runs), respectively. The comparative analysis covered in Table 1, shows
that the LR-GLM method yields better performance in compared with linear ARX

model, conventional linguistic model, and GLM itself.
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Fig. 7. Identification performance obtained by LR-GLM approach
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Fig. 8. Prediction error obtained by LR-GLM approach
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Table 1. Comparison of RMSE

RMSE RMSE
p. ¢ (Training data) (Test data)
Linear ARX model . 0.547 0.532
LM p=c=6 0.151%0.009 0.158+0.011
GLM p=c=6 0.118%0.015 0.115%£0.010
Prog’fﬁ?gi“ﬁ;l"d p=c=6 0.056£0.002 |  0.067:£0.006

5 Conclusions

We have developed the LR-GLM based on the combination of global model and local
model. We used the CLSE method to generate the detailed linguistic context in the
consequent. Furthermore, we used probabilistic distribution of output variable to
produce the flexible linguistic contexts, because the conventional method brings about
the difficulty to obtain fuzzy rules from the context-based fuzzy clustering. The ex-
perimental results clearly demonstrated that the proposed approach yielded a better
performance in comparison with linear ARX model, linguistic model, and GLM itself
in conjunction with identification of a pH neutralization process in a CSTR.
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Abstract. This paper presents a technical application of the Particule Swarm
Optimization - PSO technique to a reconfiguration problem of a electrical
energy distribution system. The proposed methodology consists of the use of
the maximization function of the number of loads supplied and the loss
minimization by the expansion of the original PSO. The approach utilized the
Distribution_System_01. A number of tests were carried out in the system to
simulate several fault occurrences in the electrical energy transmission lines.
The PSO algorithm encountered the optimal solution in a reasonable CPU time,
compared to the dimension of the distribution system.

Keywords: Particle Swarm Optimization, Swarm Intelligence, Electrical Power
Systems, Distribution Systems Restoration, Distribution System.

1 Introduction

Electrical Power Systems have been presenting a natural growth due to the increase in
demand and consumption of electrical energy. This happens because of modern soci-
ety’s greater dependence on power supply. This situation is more evident in large
urban centers and in regions of greater industrial concentration. The development of
the system increases the complexity of its supervision, control, and energy demand
supply management [1-3]. The mentioned factors highlight the importance of high
quality power supply as well as its continuity, low cost and reliability [1], [3].

The possibility of faults along the line is inherent to the system or even greater due
to the rise in electrical system complexity and natural factors [1]. Thus, after fault
occurrences, it is extremely important that the electric power system restoration be
quick to guarantee the power demand supply and the customer’s satisfaction. The
longer it takes, the greater the loss for the company as well as for the customer. This
situation becomes worse when the fault reaches an industrial area [4-5]. The recon-
figuration is a switch shifting (open/closed), loss reduction, load balancing, and
restoration process [6].

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 228-238, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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New technologies have been developed aiming at the operation of energy transmis-
sion and distribution systems in large scale. These are related mainly to automation,
protection and control. New technologies targets computational time efficiency, and
are supplied with a certain degree of intelligence implemented through techniques that
belong to the Artificial Intelligence area, such as the use Genetic Algorithms-
supported modeling - GA [7], [12], Particle Swarm Optimization — PSO [1], [8], [15],
[17-18], Ant Colony Optimization — ACO [9], Neural Network - NN [10], Expert
Systems - ES [11-12], and Non Classical Logics [3], [13]. This has given their users
an immeasurable advance in different control applications seen in the electrical sector
[14]. In recent years, Computational Swarm Intelligence has been drawing the atten-
tion of researchers and showing special connection with evolutionary strategies [15].
With the improvements carried out in Swarm Intelligence theory and its applications,
researchers are using it to solve practical optimization problems. This has become an
excellent way towards the solution to optimization- combined problems 16].

This paper proposes the application of PSO as an optimization technique to the res-
toration of distribution systems. The intended reconfiguration is an optimization and
decision-making process which considers the maximization of the number of loads
supplied associated to the minimization of the numbers of closed switches. PSO is
based on the behavior of animal groups which present some iteration and learning
capacity, in such a way that it relates the individual development compared to the
group or population [15-16-17-18]. The distribution system tested was the Distribu-
tion_System_01 [7].

2 Restoration of Electrical Distribution Systems

The electric energy distribution system presents a radially topological structure. In
this kind of system, if all the switches are closed, there will be formation of meshes.
For a system with k meshes, k switches have to be open in order to preserve the radial
structure of the topology; where only one switch must be open in each mesh, that is,
there must be at least one normally open switch in each mesh. Thus, the reconfigura-
tion of the system is done by closing these normally open switches in order to restore
the system in an optimized way; however it retains the radial topology [19]. The pre-
sent approach supposes that for each line there must be one switch, and if in the initial
configuration it is not on, then, its normal operational status is open. For an optimized
reconfiguration, the decision-making involving the switches, which must be closed, is
done so as to maximize the supplied loads and minimize the number of closed
switches [19]. Processing must happen fast and dynamically. It should provide a sim-
ple, objective, and efficient solution to the operator [1], [3]. Considering fault occur-
rence on a single line of the distribution system, with the characteristics mentioned
above, the closing of a single switch is enough to restore the system. This fact gener-
ates a new way for energy transmission, to supply the greatest possible number of
load affected by the fault. A peculiarity occurs in case the faulted line is of the kind
which has normally open switches, because fault occurrence on the line does not
jeopardize the distribution of the system, therefore, the loads supply. In this case the
only solution is repairing it, providing necessary technical support.
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3 Particle Swarm Optimization

Swarm Intelligence is an optimization technique based on social behavior. It was
developed by James Kennedy and Russel Eberhart in 1995 [17-18]. Although the
particle swarm optimization principle is relatively new, J. Kennedy and R. Eberhart’s
predecessor had already thought of alternative ways for application in biological re-
search and animal swarm simulation [20]. The first computational work reported in
this research area was an article about the simulation of bird flocks intended to simu-
late real flocks for application in movies and graph design, published by Craig Rey-
nolds [20]. This led to the development of a group of individual governed by three
main rules: separation, alignment and cohesion. Later, Frank Heppner worked with
Reynolds’ article in 1990, in order to obtain more detailed bird flocks to be applied in
animation [21]. In mid 1990s, Jesper Hoffmeyer, a biologist, conceived one of the
best definitions of swarms in terms of algorithm: a set of mobile agents presenting the
ability to communicate to each other directly or indirectly in their environment and
converge collectively for the solution of a given problem [22]. The research on the
computational application of PSO actually started with James Kennedy and Russel
Eberhart’s publication in 2001 [17-18], [20]. Since then, much has been published
about the subject, with applications in several areas like function optimization, elec-
tric power systems, the traveling salesman problem, telecommunications, among
others.

3.1 The PSO Algorithm Technique

PSO is an optimization algorithm based on a population of individuals that present the
ability to interact among each other as well as with the environment. Since the indi-
viduals are social, they also have the knowledge about their neighbor’s behavior and
accomplishments in such a way that there exists individual learning and cultural
transference [17-18]. The cultural adaptation process is based on three fundamental
principles: assessment, comparison, and imitation. The individuals assess their own
behavior according to the environment, then compare themselves with the others and
imitate the individuals who are better [17-18]. This is how the convergence of the
group into a unique solution of the problem happens. In PSO algorithm, each particle
swarm is a candidate solution to the problem. Such particles are distributed into a
space of n dimensions (problem domain), each one having a determined position and
velocity at each time instant. The best individual position of each particle is called
personal best and the best position of all the particles is called global best. The per-
formance of each particle is measured through a function called rule function, which
varies according to the problem being dealt with. This function is the problem model-
ing in terms of PSO. It simulates the “environment” in which the individual is [17-
18]. The learning of the particles is embedded in the position and velocity updating
equations. At each time instant, the displacement of each particle is analyzed in search
for the best position and its velocity is updated. The updating of these two factors
depends on a comparison of the particle current position with its personal best and
global best. The velocity equation also depends on random constants and the inertia
weight. The inertia weight is related to how the velocity preserves the characteristics
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of the previous instant, that is, how much it will influence the individual and collec-
tive knowledge, tending to a major or minor convergence [17-18]. The importance of
inertia lies in the fact that the function has to avoid the early convergence in a per-
sonal best and provides the particles ways to find global best. This process occurs
continuously until all the particles converge to the found global best, which is the best
solution to the problem in question.

3.2 Definition of the Proposed PSO Algorithm

Each PSO particle represents a solution to a given problem. In this proposed ap-
proach, the problem is defined as the restoration of electric power distribution system,
and the solution is defined as being the switches that must have their final status
changed. Each particle is represented by a matrix, where the number of lines is equal
to the total number of particles established and the number of columns is equal to the
number of switches normally open. The switches may assume binary values, 0 or 1,
where 0 means open switch and 1 means closed switch. It was verified through tests
accomplished empirically with the computer program that 5 particles is the ideal
number to work with. First, the numbers of particle colony is generated randomly, as
well as the velocity and positions of the best locals and best globals. This is done by
using random constants and considering the velocity null in the beginning. Then, at
each iteration of the process, the velocities are updated and also the positions of the
particles based on the velocities. The best locals and the best global are only updated
in case they are considered better than the previous iteration. This is established by
the rule function, which is equivalent to the modeling of the problem. This function
measures the quality of each individual in the swarm. Due to the fact of working with
discrete numbers, 0 or 1, the proposed velocity equation is normalized. At the end of
each particle updating, if the position value is lower than 0.5, it is rounded to 0, oth-
erwise it is rounded to 1. Nevertheless, with the purpose of increasing the number of
velocity values possible and improving the program efficiency during its execution,
the interval is extended to [-1;1]. This means that: closed switch is equal to 1 and
open switch is equal to -1. This new interpretation may be simplified as: at the end of
an updating of the particle position, if the position value is lower than 0.6, then it is
rounded to -1, otherwise to, 1. The velocity equation is written so as to converge more
slowly at the beginning of the iteration and more quickly at the end of the iteration.
This guarantees the approximation of the particles to the best global and not to the
local best. The formulas used in PSO are:

v(t+1) = ra * v(t) + (1 —ra) * [ r* (A(t+1) - x(t+1)) + (1 — 1) * ((g(t+1) - )
x(t+1))]

x(t+1) = x(t) + v(t+1) 2

ra=(1-t/n_it) 3)

Where: i = counter for the number of particles; t = counter for the number of itera-
tions; v(t) = particle velocity i in the iteration t; x(t) = particle position i in the itera-
tion t; r = random constant, random number between 0 and 1 generated by the
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program; 1(t) = particle best local i found in the iteration t; g(t) = best global found in
the iteration t; ra = inertia weight in the velocity equation; n_it = total number of
iterations.

The rule function is constructed from the restoration problem in which an auxiliary
vector is created. It assumes binary values 1 or 0, representing the status of each node,
with or without energy, respectively. Each line of the system is represented by two
consecutive nodes, according to Table 1. The function runs all the nodes to verify
their status. The analysis is done from the status of the initial node and the status of its
subsequent line. If the node is switched on (1) and its subsequent line is closed (1),
then, this means that the line final node is also switched on. If the line is normally
open, then the analysis will depend on the position of the particle related to it for
present iteration. By applying this analysis to the whole system, then, all the switched
on nodes are added. One of the criteria for algorithm optimization is to maximize the
number of switched on nodes. Finally, the algorithm applies the criterion of minimi-
zation of the number of lines on. The best locals and the best globals update if the
current position presents better performance in relation to the previous iteration.

4 Numerical Experiments and Methodology

The practical results associated to PSO are obtained in section. For this proposal, the
large scale Distribution_System_01 is used [7], Fig. 1.
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Fig. 1. Distribution_System_01with all the possible lines, including functional configuration
information

As data input, the program has an archive which describes the system’s energy
lines in relation to the initial and final nodes that compose it. The status of the line is
also described - 1 closed and 0 open. The archive is shown in Table 1.
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Table 1. Program Input Data - description of the system’s lines
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Initial Final Initial Final Initial Final
Node Node Status Node Node Status Node Node Status

1 91 1 58 68 1 128 159 1
1 122 1 58 69 1 129 130 1
1 189 1 58 76 0 129 140 1
2 6 1 59 60 1 130 156 1
2 8 1 60 62 1 131 135 1
2 9 0 61 63 1 131 152 1
2 19 0 62 70 1 132 139 1
3 11 1 63 66 1 132 156 1
3 12 1 64 68 1 133 138 1
4 5 1 64 70 1 133 153 1
4 17 1 65 67 1 134 144 0
5 6 1 65 69 1 134 151 1
7 8 1 66 67 1 134 194 1
7 18 1 66 88 1 135 141 1
9 10 1 67 84 1 136 143 1
9 87 1 67 92 1 136 155 1
10 14 1 71 72 1 137 148 1
10 85 1 71 73 1 137 154 1
11 14 1 71 75 1 137 193 1
12 201 1 72 76 1 138 142 1
13 15 1 72 79 1 139 146 0
13 201 1 73 74 0 140 152 1
15 18 0 74 80 1 141 146 1
16 17 1 75 80 1 142 149 0
16 201 1 76 77 1 143 147 1
19 32 1 77 78 1 144 145 1
19 43 0 78 82 1 145 148 1
19 50 1 79 81 1 147 149 1
19 57 0 82 89 1 150 151 1
20 46 1 83 98 0 150 154 1
20 48 1 83 103 1 153 155 1
20 49 1 83 106 1 157 199 1
20 56 0 83 108 1 158 160 1
20 71 1 83 109 1 158 181 1
21 32 1 83 117 1 158 183 1
21 52 1 85 90 1 158 189 1
22 27 1 86 91 1 158 198 1
22 54 1 87 88 1 159 178 1
23 28 1 91 201 1 159 179 1
23 53 1 93 97 1 159 180 1
24 34 1 93 110 1 160 171 1
24 43 0 93 112 1 160 184 1
25 29 1 93 118 1 161 168 1
25 52 1 93 119 1 161 182 1
26 30 1 94 105 1 162 170 1
26 55 1 94 111 1 162 183 1
27 35 1 95 100 1 163 164 1
28 33 1 95 116 1 163 184 1
29 38 1 96 115 1 164 172 0
30 39 0 96 116 1 165 169 1
31 36 1 97 115 1 165 185 1
31 43 1 98 101 1 166 174 1
32 54 1 99 100 1 166 186 1
32 83 1 99 101 1 167 175 0
33 46 0 102 106 1 167 187 1
34 37 1 102 109 0 169 173 1
35 44 0 103 104 1 171 187 1
36 41 1 104 107 0 172 178 1
37 40 1 105 110 1 173 179 0
38 48 1 107 108 1 174 180 1
39 46 1 111 114 1 175 178 1
40 42 1 112 113 0 176 179 1
41 45 1 113 114 1 177 180 1
42 47 1 117 121 1 181 182 1
44 48 1 118 120 1 181 185 1
45 49 1 118 121 1 183 186 1
47 49 1 118 199 1 188 189 1
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Table 1. (continued)
50 51 1 119 122 1 188 192 1
50 53 1 123 125 1 188 197 1
51 55 1 123 126 1 190 196 1
56 124 1 123 157 1 191 198 1
56 146 0 124 127 1 195 197 1
56 147 0 126 127 0 196 198 1
56 148 1 128 140 1 199 200 1
57 59 1 128 150 1
57 61 0 128 153 1

Moreover, there is input of the system faulted line. The program aims to restore the
system, providing an output line which must have its switch closed. It will also pro-
vide an analysis of the system with the fault situation before and following the recon-
figuration. Three types of cases encountered are illustrated as follows.

Type 1 Case Study

This is the type of case analyzed in which the fault on the line causes a reduction in
the number of loads supplied and there is a solution of closing the switch which en-
ables an optimized restoration of the system. The program interface is divided into
items described as follows:

e Item 1: Faulted line; this provides the program with data. Then, the program pro-
vides an analysis of the fault situation, showing the percentage of loads supplied
and right below it shows the switched off nodes.

e Item 2: Program response; the program exhibits the execution time and the list
with all the lines in the system after the solution — the initially switched on lines as
well as the switched off lines and the one which had its status changed to restore
the system.

e Item 3: Analysis of the solution found; the program exhibits the changed switch,
followed by the number of loads supplied as well as the percentage of load sup-
plied and the switched off nodes.

= PSO Applied to Restore a Power Distribution System
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Fig. 2. Program response to fault presented on line 12-201 - Case Type 1

Fig. 2 shows the program interface for fault occurred on line 12-201- the analysis
of the solution: number of loads supplied after the solution (maximum) and the num-
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ber switched off nodes (zero). Table 2 presents several fault simulations on the sys-
tem’s lines for Type 1 cases and the program response to these faults.

Table 2. Fault Simulation on several lines -Type 1 Cases

Faulty Situation Situation with the Program Solution
Faulted Line N° of ’ Switch off N° of
switched off | ¢ 100 CPUTime [s] | switched off [ PO
Initial | Final Nodes UPPHEA™ | Initial Final Node upplied 7o
Node | Node Node Node
1 91 40 80,00% 2 19 0,681 0 100,00%
1 122 87 56,50% 58 76 0,772 0 100,00%
1 189 73 63,50% 126 127 0,611 0 100,00%
9 10 19 90,50% 58 76 0,591 0 100,00%
12 201 26 87,00% 19 57 0,571 0 100,00%
16 17 8 96,00% 15 18 0,610 0 100,00%
19 32 10 95,00% 19 43 0,631 0 100,00%
19 50 9 95,50% 30 39 0,611 0 100,00%
20 71 13 93,50% 58 76 0,601 0 100,00%
21 32 35 82,50% 58 76 0,671 0 100,00%
25 29 32 84,00% 20 56 0,631 0 100,00%
32 54 4 98,00% 35 44 0,611 0 100,00%
32 83 50 75,00% 19 57 0,701 0 100,00%
42 47 5 97,50% 24 43 0,580 0 100,00%

Type 2 Case Study

This is the case analyzed in which the fault on the line causes the reduction in the
number of loads supplied, but there is no possible solution to the problem, that is,
there is no line to be closed which will maximize the loads supplied. No switch can be
closed in order to maximize number of loads supplied. Thus, at the end of the solution
the situation of the system remains the same as presented initially. Table 3 present
fault simulations on the system’s line for Type 2 cases and the program response to
these faults.

Table 3. Faults on several lines Type 2 Case

Faulty Situation Situation with the Program Solution

Faulted Line N of N° of

. Loads . . . Loads
switched off Supplied % Switch off CPU Time[s] switched off Supplied %
Initial | Final Nodes Nodes
Node | Node

10 85 2 99.00% There is no change 0.600 2 99.00%
67 84 1 99.,50% There is no change 0,601 1 99,50%
67 92 1 99.,50% There is no change 0,601 1 99,50%
72 79 2 99,00% There is no change 0,601 2 99,00%
86 91 1 99.,50% There is no change 0,610 1 99.50%
118 120 1 99,50% There is no change 0,601 1 99,50%
123 125 1 99.,50% There is no change 0,601 1 99,50%
137 193 1 99,50% There is no change 0,601 1 99,50%
188 189 4 98,00% There is no change 0,601 4 98.,00%
199 200 1 99,50% There is no change 0,580 1 99,50%
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Type 3 Case Study

This is the case analyzed in which the fault on the line does not reduce the load sup-
ply, that is, the fault occurs on one of the normally open lines. Table 4 presents fault
simulations on the system’s lines for Type 3 cases and the program response to these
faults.

Table 4. Fault on several lines of 3 Type Case

Faulty Situation Situation with the Program Solution
Faulted Line N° of Load N°of Load
switched off Sup;;)l?e; v Switch off CPU Time [s] | switched off Sup;?i‘e; %
Initial | Final Nodes Nodes
Node Node
15 18 0 100.00% There is no change 0.581 0 100.00%
19 57 0 100,00% There is no change 0,601 0 100,00%
20 56 0 100,00% There is no change 0,591 0 100,00%
24 43 0 100,00% There is no change 0,601 0 100,00%
56 146 0 100,00% There is no change 0,581 0 100,00%
58 76 0 100,00% | There is no change 0,590 0 100,00%
112 113 0 100,00% | There is no change 0,581 0 100,00%
126 127 0 100,00% There is no change 0,581 0 100,00%
164 172 0 100,00% There is no change 0,591 0 100,00%
167 175 0 100,00% There is no change 0,601 0 100,00%

5 Conclusion

This paper presents a novel strategy for the restoration of a distribution system
through the use of an optimized reconfiguration using PSO. The proposed ap-
proach changes the logical status of a switch which is normally open. Moreover, it
considers the maximization of number of loads supplied and the minimization of
the number of switched on lines. The strategy disregards a total sweeping in the
databank. Thus, less computational time is necessary to find the solution. This is
essential for large scale systems, with greater possibilities of configurations. For
this work, the number of cases candidates to the solution is 2 to the power of the
number of lines normally open (26), resulting in 67108864 different configura-
tions. The PSO algorithm proposed a velocity differentiated equation. The interval
limit values were extended to -1 and 1. This was done with the purpose of aug-
menting the number of velocity values and improving the program efficiency. The
most significant result of the algorithm is that it can be applied to any system to-
pology. This makes the algorithm updating easier when an augment in system
occurs.
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Abstract. There are several approaches to handle spatial trends: Kriging, sto-
chastic simulation models, fractal and so on. The paper presents some contem-
porary approaches to spatial data analysis. The main topics are concentrated on
the problems of space regression analysis by geochemical exploration data
modeling. The innovative part of the paper presents integrated/hybrid model-
combine GEP evolution modeling with spatial structure analysis. The models
are based on GEP evolution modeling algorithm. Geostatistical tools on the ba-
sis of spatial autocorrelation thesis are used to extract representative data to
fully utilize spatial structural information and weaken the influence of noise.
Case study from mineral deposits in Gejiu illustrates the performance of the
proposed model and BP neural network model is chosen as comparative study.
It is shown that the fitting of the model and precision of test, provided by the
combination of GEP evolution modeling and geostatistical model based
approaches, are obviously improved.

Keywords: Spatial Distribution, GEP, Kriging, Spatial Autocorrelation.

1 Introduction

Spatial structure characteristics of geochemical exploration data are the results of
various processes of geochemistry effects. The research of spatial structure will con-
tribute to explore the reasons for further and improve understanding of geochemical
processes. In the presence of trends, the data can be decomposed into two parts:

Z(x) = M(x) + e(x). (1)

where M(x) represents large-scale deterministic spatial variations(trends), and e(x)
represents small-scale spatial stochastic variations. Traditional approaches (e.g.
Kriging, stochastic simulation models, fractal and so on) offer several possible ways
to handle spatial trends and identify the structural characteristics of data spatial distri-
bution, which imply a certain formula. The space distribution of the mineral deposit
attribute information is influenced by a great deal of space factors, and there are high
non-linear relations among the factors, so studying and introducing a new non-linear
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method to analyze element spatial structure has important practical significance. Here,
we will focus on an alternative way for trend modeling by using a data-driven
approach.

The essence of space regression modeling is to describe the spatial evolution trend
of information, according to a group of known real sampled point through the fitting
of data to generate functional equations approximation the spatial distribution. The
principle of evolution modeling is to construct a group of model expression at random
according to the biological hereditary mechanism, and get the better model by a sim-
ple reproduction, crossover and mutation operator to adjust the structure of the model.
Gene Expression Programming (GEP) is an amelioration method of genetic pro-
gramming (GP), which has higher efficiency and accuracy than GP[1]. Because of
existing ambiguity in mode features, fuzzy data, more noise and nonlinear characteris-
tics of geochemical properties in spatial distribution model, we can use GEP, the
principal advantages is the ability to discover patterns in complex data, to describe
spatial distribution of geochemical data which exhibit significant unpredictable non-
linearity. In this paper, we propose a hybrid model(GEP evolution modeling with
spatial structure analysis), which is first introduced and then extended for use in a
combination with geostatistical models. The basic idea is unite a data-driven models
which apply Kriging to extract representative data and use GEP to model large-scale
nonlinear trends for mineralization forecast and reasonable evaluation. The remaining
sections of this paper are organized as follows. In Section 2, we introduce GEP geo-
chemical elements spatial structure regression modeling principle based on Kriging.
The following section contains a brief description of GEP. Then, we present the case
study of Yunnan Gejiu area Copper-tin metal deposits and comparison between BP,
GEP, and Kriging-GEP(KGEP). The final section draws the conclusions and some
directions for future work.

2 GEP Geochemical Elements Spatial Structure Regression
Modeling Principle Based on Kriging

Traditional modeling methods divide sampling points into different modules for
statistics. This kind of grid cell division method on the thought of taking random
samples takes unit as a point, which ignores the geological structure, causing insuffi-
ciency of geological spatial structure of the information[2] . The implied spatial struc-
ture information of unit combination data is excavated randomly through GEP evolu-
tion modeling. Its geometric meaning is to resume a continuous ultra curved surface
according to the designated sparse sample data, and adopt the mathematical surface to
fit changing trend of data in the region and highlight local anomaly. But if only con-
sidering geographical coordinate x and y of the sampled point as input at the time of
modeling, establishing non-linear functional relation according to corresponding geo-
chemical attribute value as output, there is no complexity fully considering space
distribution of information. In order to improve precision and dependability that
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the mineral products predict, we must utilize spatial structural information related to
mineral deposit.

Kriging method studies the distribution of variables which are characterized by
randomicity and relativity in space using variogram function. It is determined that the
around known data sets contribute to the unknown points through Kriging estimation.
Semivariance of the difference between Z(x) and Z(x+h) which represent the value of
regionalization variable Z(x) at x and x+h(h means spatial distance) respectively acts
as semivariance function y(x,h), under second-order stationary assumption:

E[Z(x+h)] = E[Z(x)],Vh. 2)

y(xhy= %E[Z(x>—2<x+h)]2- 3)

As the sample points are separated in practical application, formula (3) is rewritten as
follow:

N(h)

o1 _ 2
D= 12 =2l )

Where h represents step length, N(h) represents the number of sample pairs with dis-
tance being . Range, sill and nugget of the semivariance function will be determined
by fitting experimental variogram functions with theoretical ones.

Since with Spatial autocorrelation thesis as theoretical foundation, drawing lessons
from Kriging interpolation ideology, this paper puts forward GEP spatial regression
modeling method (KGEP)which is based on inputting geographical coordinates and
the known nearby sample points, considering the corresponding relationship between
the points on the same coordinate and near points, through inserting spatial incom-
plete data to describe the spatial distribution trend of geochemistry attribute
information[3]. Its function expression:

Z=f(x9,4A,4,,A,). )

Z expresses geochemical attribute values, x and y express geographical coordinates,
Ay, As... A, express the values of n known geochemical attribute nearest point. This
method is similar to the characteristics of Kriging method. It can reflect the space-
related among observed values offering a kind of definite estimation on the concrete
spatial position in order to improve the simulation prediction accuracy of the model.

3 Gene Expression Programming Regression Modeling Design

GEP is a kind of new genetic algorithm on the basis of genome and phenotype group
which was put forward by Portuguese scientist Candida Ferreira in 2001. GEP
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genotype is fixed-length linear symbol made up by one or more genes; the phenotype
means expression tree with different length and shape.

3.1 Gene Coding of GEP

Function sets {+, -, *,/, O, L, LE, Q, S, C, T, s, c, t}. +, -, *, / represent simple com-
puting operations including addition, subtraction, multiplication and division, L ex-
presses natural logarithm , I expresses 10°, E expresses e¢*, Q expresses evolution
function, § expresses sine function, C expresses cosine function, T expresses tangent
function, s expresses arcsine function, ¢ expresses arcos function, ¢ expresses arctan
function. Finality symbol set include constants and variables in GEP programming. In
Geological data modeling, you can choose the geological data in common use as a
constant. Variables contain the attributes of all the samples such as
T ={xl,x2,x3,x4,x5,x6} .Definition the function set and terminator sets, by selecting
elements from terminus set 7 and function set F to compose the head and selecting
elements from terminus set 7 to compose rear for producing chromosome.

3.2 Fitness Function

In this paper, regression modeling uses square of the multiple correlation coefficient
as a fitness function in the reference[4]:

, . SS,/(n—p-1)
S el Ll A
K SS, /(n—1) ©

Where p is independent variables; » is the number of data samples;

;) = Zyi /n,y, =F(x,x,,...,x,) is the fitted data of i dimension. Regression sum

of squares: SS, = Z(yl, —y,)? and the total deviation sum of squares:
i=1
8, =2 (=¥’
i=1

3.3 Algorithm Procedures of Gene Expression Programming

Stepl. Create the initialization groups;

Step2. Calculate each individual's fitness function, and judge whether the function
meet requirements of greatest fitness degree or number of iterations achieve target
value. If it is consistent with the best individual output and the optimal solution, op-
eration ends; otherwise turn to step3;

Step3. The following genetic manipulations will be executed with a new generation of
stocks generated according to a certain probability, and return to step2;

1) Retain the best individual; 2) Selection; 3) Reproduction; 4) Mutation; 5) Trans-
form and insertion sequence elements; 6) Recombination.
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4 Case Study and Simulation

The space-based GEP regression modeling is studied through selecting Yunnan Gejiu
area Copper-tin metal deposits as the research object, mainly GEP as modeling tool.

4.1 Experimental Steps

The basic idea is to use MORPAS etc. to preprocess and exploratory analysis, and use
geostatistical tool to split data into training, testing and validation sets, then use GEP
model to extract large-scale non-linear structures from data. In brief, the Kriging-
GEP(KGEP) algorithm follows the steps given below:

(1) Study case from Yunnan Gejiu area Copper-tin metal mine area in-depth, and
find out geochemical variables most closely related to mineralization.

(2) Divide the known mine areas and geological maps for forecasting into grid
cells, and select variables from grid cells with MORPAS and MAPGIS.

(3) Use Kriging to extract representative data. Set a certain search radius and
search the known points the nearest to all ones based on the known coordinates of
training samples. Initialization of search radius and step length can accord to the
sparseness degree of samples and the size of spatial samples. Considering a simple
calculation, paper only selects the nearest eight points for calculation.

(4) GEP modeling which was used to model the trend in the data.

(5) Model test.

4.2 Enactment Parameters of Gene Expression Programming

In the present study, KGEP models with the following parameters were used:

(1) Set Generation with 10000 and PopSize with 50;

(2) Chromosome structure: the head length h equals to 11, the length of genes
equals to 23, and each chromosome contains four genes. Using addition connecting
subexpression tree;

(3) Genetic operators select probability settings: variation probability equals to
0.022, 1-point operator probability equals to 0.5, 2-point operator probability equals
to 0.2, head-2-point operator equals to 0.1, IS transposition probability, RIS transposi-
tion probability and the gene transposition probability all equal to 0.1;

4.3 The Experimental Results and Analysis

(1) Spatial Regression of linear dimension

In this case, it was selected as training samples that 19 cell dataset of element Cu from
mine points in study area. Firstly take GEP algorithm for modeling. The best adaptive
value is 0.984221 in 10000 times’ running, and the corresponding distillation
function is:

T=(te((2.292376%X,)))*(cos(sqrt((((0.355002#X,"3))*((3.374718*X,)))-
((0.245987%X,73)))))+(te((2.218763*X,A2)))*(((2.749802#X,))+(sin(cos((0.245987+X
A3+ ((1.657816%X,A2)))*(sin((((0.245987#X,73))*((2.292376%X,)))-
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(((3.374718%X,))+((1.443081¥X,)))))+exp(te((cos(sin((3.266191#X,3))))+(cos(((0.5
68394%X,))/((2.578771¥X,*3))))))+exp(te(((sin((3.472258*X,A2)))*(((3.846426X,))
+((3.025697%X,))))+(te((0.036013%X,)))))

X, means east-west coordinate x.
Then take KGEP algorithm on the same training samples. The best adaptive value
is 0.991577 in the same time, and the corresponding distillation function is:

T=(sqrt((sqre((1. 18 1347%X,72)))+((3.015443%X/3))))+(((3.173778%X,))+((2.181530
£X;A3)))+(0.133309%X5)+((0.290301#X))+((sin((0.29030 1#X,)))+((((1.228835%X,))/(
1.797107))-(2.795947)))+(tg((((0.688274*X /3))+((2.725508*X5)))

#(sin((0.79033 1#X,)))))+(tg(((2.685955%X,2))*((0.954648%X 2))))+((tg((1.463590%
X2)))+(tg((2.685955%X,A2))))+(tg(cos((0.195080%X5))))

The parameters in the function represent east-west coordinate x and geochemical
attribute values of the eight known points around the point separately. The mapping
results (trend model) are presented respectively in Fig. 1 and Fig. 2.
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Fig. 1. Cu, GEP regression trend modeling

Compared Fig. 1 and Fig. 2, it can be found that KGEP regression trend modeling
is better reflect changes in the overall space. Again, the performance of approaches
(e.g. BP neural network, GEP algorithm and KGEP algorithm) on the same data sets
is compared in terms of test results and relative errors(See Table 1).

As shown in the column of Table 1, the average error of BP algorithm valuation is
89.41%, the average error of GEP algorithm valuation is 57.58%, and it is only
36.87% for KGEP space regression modeling algorithm based on Kriging. KGEP
algorithm provides the probability of success for this problem is 52.54%, 20.71%
higher than BP and GEP algorithm. What’s more, its model fitting and testing accu-
racy have been markedly improved. So the KGEP space regression modeling
algorithm can reflect overall tendency of spatial in linear dimension.
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Fig. 2. Cu, KGEP regression trend modeling

Table 1. Samples Sets of Fitting Model and Fitting Results Comparison Table

Actual data Predicted Value Relative Error (% )
sample X Ag BP GEP KGEP BP GEP KGEP
2565 622 196.8 38.6 382  21642% 3795%  38.12%
2567 70 197.7 193.6 90.7 182.42% 176.51%  29.66%
2569 579 200.6 49.7 167.5 246.46% 1421% 189.35%
2571 59.3 210.4 137.3 109.9 254.85% 131.57% 85.35%
2573 6333 2462 47677 6058 61.13% 24.72% 4.33%
2575 5507 4073 4593 5137  26.03% 16.60% 6.71%
2577 1310 13769 11927 1278.3 5.11% 8.95% 2.42%
2579 3013.6 2898.7 3096.5 3070.5 3.81% 2.75% 1.89%
2581 111.3 111.3 10.4 137.7 0.00% 90.61%  23.76%
2583 743 84.3 145.2 74.7 13.46%  95.38% 0.48%
2585 84.7 126.4 2.9 39.1 4925%  96.57%  53.88%
2587 744 151.2 8093 7929  79.68% 8.78% 6.57%
2589  180.9 160.6 43 138.6 11.23%  97.64%  23.38%
2591 554 163.7 19.2 1172 19544% 6539% 111.57%
2593 912 164.6 21.8 122.5 80.52%  76.08%  34.29%
2595 783 164.9 90.1 108.1  110.64% 15.04%  38.06%
2597 82.3 165.0 42.1 95.0 100.52%  48.79% 15.47%
2599 852 165.1 68.7 77.7 93.73% 19.40% 8.84%
2601 84.6 165.1 191 61.3 95.11%  77.46%  27.57%

T T e S e ST Sy
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(2) Spatial Regression of two-dimension
In this case, it was selected as training samples that 14 cell dataset of element Ag
from mine points in study area. Firstly take GEP algorithm for modeling. The best
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adaptive value is 0.986269 in 10000 times’ running, and the corresponding distillation
function is:

T=(tg(sqrt(sqrt((1.182567*X;73)))))+(tg(cos(((2.910822*X,"2))-((1.197095*X,)))))
+((tg(sqrt((3.833242*X,72))))*(sin((2.121834%X)))) *(sqrt(cos((3.778673*X,"3))))+s
qrt((1.249466*X,)+(tg(sqrt(sqrt((1.182567*X;3)))))+(tg(cos(((2.910822*X,"2))-
((1.197095*X)))))+((tg(tg((1.376549%X"2)))+((2.362937*X;"2)))+(sqrt(sin((1.1350
19%X4"3))))

X, means east-west coordinate x, X; means north-south coordinate y.

Then take KGEP algorithm on the same training samples. The best adaptive value
is 0.990078 in the same time, and the corresponding distillation function is:
T=(tg((3.918086*X372)))+(((((2.432522*X,"3))*((2.12696 1 *X,"2)))-
((2.986510%X,72)))+(cos(3.773057)))+((0.055423*X3))*(cos(1.630471))+(0.179821*
X5)+tg((sin((1.872795%X,"3)))+((0.676921%X5)))+(0.351706*X ).

The parameters in the function represent east-west coordinate x, north-south coor-
dinate y and geochemical attribute values of the eight known points around the point
separately.

The performance of approaches (e.g. BP neural network, GEP algorithm and
KGEP algorithm) on the same data sets is compared in terms of test results and rela-
tive errors (See Table 2).

Table 2. Samples Sets of Fitting Model and Fitting Results Comparison Table

Actual data Predicted Value Relative Error (% )
sample X y Ag BP GEP  KGEP BP GEP KGEP
2579 18311 2994 3535 2775 3154  18.08% 7.31% 5.33%
2581 18285 107 95.2 87.1 93.2 11.04%  18.62%  12.92%
2583 18281 93.6 98.7 120.5 96.3 5.50% 28.77%  2.87%
2583 18283 1424  98.1 119.9 110.8  31.11% 15.78%  22.15%
2585 18319 1298 1269.8 13053 13332 2.18% 0.56% 2.71%
2589 18307 54 88.6 71.6 66.4 64.09%  32.58%  23.00%
2591 18287 14.8 78.2 56.6 120  428.05% 282.61% 18.72%
2591 18299 29.7 48.6 111.4 27.9 63.82% 274.94%  6.03%
2595 18289 39.7 63.2 90.8 234 59.11%  128.80% 41.11%
10 2595 18309 101.3 183.8 51.3 111.0  81.47%  49.38%  9.62%
11 2597 18295 92.8 56.9 455 1049  38.60%  50.99% 13.12%
12 2597 18305 15.1 54.5 144.7 10.5  260.66% 858.15% 30.48%
13 2599 18291  66.5 60.7 62.4 55.5 8.64% 6.21%  16.46%
14 2599 18297  53.8 54.6 60.3 53.8 1.45% 12.03%  0.03%

O 001 W KA WN —

As shown in the column of Table 2, the average error of BP algorithm valuation is
76.39%, the average error of GEP algorithm valuation is 126.20%, and it is only
14.61% for KGEP space regression modeling algorithm based on Kriging. KGEP
algorithm provides the probability of success for this problem is 61.78%, 111.59%
higher than BP and GEP algorithm. So the KGEP algorithm can reflect overall
tendency of spatial in two-dimension too.
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5 Conclusion

Because of existing ambiguity in mode features, fuzzy data, more noise and other
characteristics of geochemical exploration data in spatial distribution model, the ac-
tual observation data is inevitably interfered randomly, error, those make the relation-
ship between the variables may not be accurately determined. Non-linear trends in
geochemical data can be efficiently modeled by GEP. Combinations of GEP and
geostatistical models gave rise to the decision-oriented risk and probabilistic mapping.
Promising results presented are based on the case study: Yunnan Gejiu area Copper-
tin metal deposits.. The hybrid model (GEP evolution modeling with spatial structure
analysis) are preferable to pure GEP method because the former weakens the impact
of noisy samples and considers spatial correlation between the observation values.
The approach makes full use of local spatial structure information of the geological
variables enhancing ability of describing the spatial distribution of attribute informa-
tion. Experimental results prove that GEP space regression modeling based on
Kriging is a new method with more reliable prediction on the spatial variables simula-
tion, this method is an improvement and innovation of GEP algorithm and also a
useful supplement to traditional Kriging valuation. Further, the algorithm needs to be
improved if wanting to improve fitting accuracy of regression modeling and extrapo-
lating ability of the model in practical application.

Acknowledgments. This paper was supported by the Research Foundation for Out-
standing Young Teachers, China University of Geosciences (Wuhan) (CUGQNL0328)
and the open issues of Geological and mineral resources of State Key Laboratory.
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Abstract. This paper presents a technique for improving the fault tolerance ca-
pability of Artificial Neural Networks. This characteristic of distributed sys-
tems, which is usually pointed out as one of the advantages of this structure
hasn’t been deeply studied and can be improved in most of the networks. The
solution implemented here consists of changing the architecture of feedforward
artificial neural networks after the training stage while maintaining its output
unchanged. It involves evaluating the elements of the Artificial Neural Network
which are more sensible to a fault and duplicating inputs, bias, weights or neu-
rons, according to the evaluation done before. This solution is very interesting
because it allows maintaining the pre-trained network, but its cost is the need of
additional hardware resources to implement the same network. The paper also
presents an example of the application of the technique to illustrate its
effectiveness.

1 Introduction

Fault tolerance (FT) is the capacity of a system to perform correctly under the pres-
ence of a fault. Graceful Degradation (GD) refers to the performance of a system that
does not exhibit complete failure in the presence of a fault. This means that the per-
formance might degrade due to a fault, but in a graceful way.

These two characteristics have been pointed out as advantages of the parallel proc-
essing of Artificial Neural Networks (ANNSs), but whose real utility can only be
evaluated through the use of specific hardware for ANNs.

For this evaluation it is necessary to define appropriate models for fault coverage. It
might be possible to use the classical stuck at 0 and stuck at 1 or it might be useful to
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define other types of models that are appropriate for ANNs. The discussion about how
to model the faults in ANNS is still an open subject and took place, for example in [5],
[7], [8] and [9]and recently re-gained actuality due to the possibility of using ANNs in
critical nanosystems where FT and GD would be desirable characteristics [6].

Once models are chosen, an appropriate way of evaluating FT is selected and there
is hardware available for the implementation, it is possible to study the solutions to
improve the FT capabilities. At least the following possibilities exist:

Change the training algorithms.

Dynamic reconfiguration processes to be applied after a fault occurs.
Modify the ANN after the training stage without changing its architecture.
Modify the ANN after the training stage changing its architecture.

The possibility of changing the training algorithms to obtain a better FT was also the
object of study of some researchers: [1], [2], [3].

The remaining solutions deal with the possibility of changing the ANN after the
training stage. These can be implemented with or without changing the architecture of
the network.

The dynamic reconfiguration option obliges the use of on-line training algorithms
and also on-line detection of faults which is not at all a straightforward task to imple-
ment. This on-line detection of faults might be obtained through the use of an
enlarged Boundary Scan scheme [4] and test information with extensive coverage to
allow the identification of the fault and the re-organization of the ANN without the
damaged elements.

The solution to improve after the training stage without changing the network’s
architecture is theoretically possible (at least in some nodes, but depending on the
ANN structure), though difficult to implement since the changes must be such that the
network’s answers are the same before and after the change for every possible input.

The present work deals with the last possibility: modify the ANN after the training
stage changing its architecture, as will be explained in the next section.

2 Improving Fault Tolerance through Architecture Change

The proposal for improving FT through the change of the ANN’s architecture is based
in a very simple algorithm:

1. Evaluate the importance of each element in the ANN to compute the output,
according to a predefined criterium

2. Identify the parameter which is, by some predefined criterion, more relevant
to the ANN output

3. Diminish the importance of this parameter without changing the ANN output
in any circumstances.

This algorithm, however simple, raises several questions.

The first one concerns the evaluation of the importance of each element in the
ANN to form the output. This requires a fault model to be used to simulate the faults
and the proper comparison of the outputs in the presence and absence of a fault.
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The discussion about the fault models has been done at different moments in the
ANN community, see for example [5], [7]and [8], but here the fault model used will
be the one from [9].

The second issue is how to rank the impacts in the output (especially if there are
several situations to evaluate). Several possibilities could be used and the authors
considered the worst case and the average error introduced for each element.

For the last point the issue is how to leave the output unchanged. The authors’ pro-
posal is made at the expense of hardware. Since a ANN is a distributed system and the
final output is composed with the contribution of several units it should be possible to
reduce the importance of each unit by splitting it into several other units of less indi-
vidual importance to the final output.

3 The Fault Model Applied

Consider the ANN in figure 1. The inputs are noted as I;, where I ranges from 1 to the
number of inputs, N, the weights are w,y, where x is the index associated with the
inputs or the previous layer and y is the index associated with the neurons in the next
layer.

Fig. 1. Example of an ANN

The fault model used in the present work was proposed by [9]and is based in the
stuck at models. The proposal of use for this model can be summarized as [9]:

1. For each connection test the effect of each individual fault by setting the
weight associated with each connection to +Wyax, -Wwmax and 0.

2. For each input test the effect of a fault by setting the input to +Iyaxn, -Imaxn
and 0.

3. For each neuron in the hidden layer(s) test the effect of a fault by setting all
the weights deriving from the output of this neuron to +Wyax, -Wnax and 0.
This test is not needed in the case of MISO networks of only one hidden
layer since then only one weight connects the output of each neuron.

Where Wyax is the maximum value that the weights can assume with practical effect
and Iyaxy is the maximum value that the input N can assume with practical effect.
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4 The Algorithm Proposed

Once the evaluation of the importance of each element in the ANN to form the output
and the identification of the parameter which is more relevant to the ANN output has
been done, it is possible to increase the FT capabilities of the network.

Analysing the information of which element is responsible for the biggest impact
in the output there are three possible situations:

The error is in an input.

The error is in a bias.

The error is in a neuron.

The error is in a single weight.

Depending on each situation a different action must be taken.

The general principle applied here is to diminish the importance of the fault. This
results, according to the previous section, that some of the weights must be changed.
The proposal is to split the weight or weights involved in two halves, setting the ini-
tial weight to w,/2 and include a new connection to supply the other half. With this
operation the input of the activation functions will be the same as before so that no
change is “visible” at the outputs.

The decision of splitting the weights involved in two halves is the one which re-
quires less hardware. It would be possible to make a larger reduction at each step (for
example splitting the weigh in three parts), using more resources but it could happen
that this change would not change much in the overall performance. If another part of
the ANN had almost the same FT, the overall improvement of splitting the weigh in
three or more parts would be same as using two halves.

The Error in an Input
If the most important fault is located in an input, for instance input B, splitting the
weight implies duplicating the input as shown in figure 2. In the resulting network
each copy of input B has the weights deriving from it with half of the initial
value.

This leaves the network producing the same output in all situations since the
summation produces the same value as before, as can easily be observed from
equation 1.

y=FQQ_ liwi) Eq. 1
i=1

The summation will have the same argument because of the contribution of both
halves of the splitted weights.

It should be noticed that this change will also diminish the importance of
all the other weights that are split, therefore increasing the overall FT of the
ANN.
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1(bias)
Fig. 2. Example of the ANN change in the case of a fault in the input

The Error in a Bias

If the most important fault is associated with a bias, the situation is very similar to the
error in the input. It is possible to change only one weight and introduce another one
to connect the additional input.

Alternatively it is possible to consider the bias as an additional input to all the neu-
rons in that layer and duplicate all the weights deriving from this input with half of its
original value. The later possibility is shown in figure 3.

Notice that this originates an unusual neuron with two or more bias, but this solu-
tion is effective to decrease the fault’s impact in the output.

i(bias)

Fig. 3. Example of the ANN change in the case of a fault in a bias

The Error in a Neuron

If the error is in a neuron, all the weights deriving from this neuron will be affected.
To solve the problem the neuron must be duplicated, including all of its connections
to the previous layer and the connections coming from this neuron to the next layer
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will have half their previous value, as can be seen from figure 4, where neuron 2 has
been duplicated.

The Error in a Single Weight
If the error is in a single weight two situations must be considered: the weight is in the
input layer or the weight is in the hidden layers.

In the first situation the procedure is similar to the one used for the error in the in-
puts (obliging to duplicate the input) and the second situation is similar to the error in
the neuron (obliging to duplicate the neuron).

It should be noted that each change in ANN affects several weights and therefore,
for each iteration, the impact of the faults in the output must be recalculated.

As an example of the cross effects of the changes, notice that from figure 4 it can
be seen that an error in weight Wg; or Wy, would have resulted in the same changes
and both the weights’ impact in the output is reduced as a result of this change.

1(bias) 1(6ias)

Fig. 4. Example of the ANN change in the case of a fault in a neuron

5 Practical Examples

As an example of the application of this technique of FT improvement, consider the
following network:

3 inputs

1 hidden layer with 2 neurons

1 output neuron.

The hidden layer’s activation functions are hyperbolic tangents
The output neuron’s activation function is a linear function

For the evaluation of the FT, the range of the inputs is needed. The range of both
inputs can be seen in the matrices 1.

[—5 5] ; [—3 7] mat. 1

The weights associated with each layer of the ANN can be seen in the matrix 2.
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05 -09
-0.1 03 [[05 —-07 08] mat. 2
09 -04

The structure of the ANN is shown in figure 5.

Fig. 5. Initial network of the example

The evaluation of the FT is done according with equation 1, which gives the relative
error for each fault.

__output _with _ fault — output _without _ fault

Error Eq.2

output _ without _ fault

For this ANN there are 9 combinations of the inputs and it is necessary to evaluate the
correct outputs for these combinations.

The highest peak error (one of the possibilities mentioned in section 2) obtained for
this network is 6.97. To obtain this value it is necessary to calculate every single error
mentioned in section 3. That means testing every type of error and setting the weights
involved to +Wyax, -Wwnax and 0 for the weights and to +Iyaxn, -Imaxn and O for the
inputs.

The most sensible parameter for this network is the weight connecting the bias in-
put to the output neuron. This bias can be duplicated according to what was proposed
in section 4.

After the duplication of this input, the highest peak error is now reduced to 6.1363,
which does an improvement of 12% relatively to the original network.

Another step of this algorithm reveals that the most critical point is now the output
of neuron 2 at the hidden layer. The procedure now implies that this neuron must be
duplicated.

After introducing the new neuron and resizing the weights the new FT evaluation
reveals that the highest peak error is now of 5.33, resulting in an improvement of
13%.
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The global improvement for the two steps rises to 24%. Naturally the improvement
of tolerance came at the cost of using more hardware than it was used at the initial
implementation.

Figure 6 shows the final structure of the ANN of the example, after two iterations
of the proposed algorithm, with an additional neuron and an additional bias input.

i(bias)  1(bias)

Fig. 6. Structure of the network after two steps of improvement

Another Example
As a second example, consider the following network:

3 inputs

1 hidden layer with 4 neurons

1 output neuron.

The hidden layer’s activation functions are hyperbolic tangents
The output neuron’s activation function is a linear function

For the evaluation of the FT, the range of the inputs is needed. The range of both
inputs can be seen in the matrices 3.

-3 -1][-5 2][-10 -1] mat. 3
The weights associated with each layer of the ANN can be seen in the matrix 4.

-05 03 1.1 02
-1 -01 -01 05
1.3 -08 -0.7 -0.6

-04 03 02 -09

[03 —02 0.1 02 03] mat 4

The highest peak error obtained for this network is 143.32. The parameter responsible
for this error is the weight connecting input 3 to neuron 3.

After the duplication of this input, the highest peak error is now reduced to 90.22,
which does an improvement of 37% relatively to the original network.
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Another step of this algorithm reveals that the most critical point is now the output
of neuron 2 at the hidden layer.

After introducing the new neuron and resizing the weights the FT evaluation re-
veals that the highest peak error is now of 77.09, resulting in an improvement of 14%.

The global improvement for the two steps rises to 46%.

6 Discussion

It has been pointed out that the algorithm proposed here produces an increase in FT
using additional hardware. In some situations the use of additional hardware might
not be associated with an increase in the cost of the implementation. The hardware
implementations can be done with commercial solutions for ANNs (for an overview
of options see [10]) or a specific implementation. In both cases, since the hardware is
not tailored to any specific size, it is very likely that some resources are left unused
and they can be used to improve FT without any additional cost. An additional input
or one more neuron probably still fit in the piece of hardware and can be used to im-
prove the FT.

It would be interesting to study the improvement of FT versus the associated cost
with this improvement but this study cannot be carried out without a specific applica-
tion in view. Only with such application it would be possible to evaluate the cost of
using hardware with more resources because it would be dependent of the type of
implementation (Application Specific Integrated Circuit (ASIC), Field Programmable
Gate Array (FPGA), commercial solution, etc), architecture, precision and several
other factors.

7 Conclusion and Future Work

Fault tolerance is a very important characteristic of ANNs. In critic systems it is not a
feature, it is mandatory.

The present work introduces a technique for improving the FT capabilities of an
ANN at the expense of hardware. It is based in duplicating parts of the network to
decrease the impact that a certain weight has in the ANN’s output. The cost of this
technique is only the additional hardware that is needed to implement the same ANN.
The ANNSs are left unchanged regarding their output and therefore no retraining is
needed. The technique is based in lowering the importance of the parts of the ANN
that are more significant to compute the output. After the analysis of these parts and
which elements they affect, the corresponding weights are split in two halves.

The application of the technique to two very simple example networks is intro-
duced to show its utility. The technique is applied in two steps which improve the FT
by 24% and 46%, but requires additional hardware.

The study of the cost of the additional hardware can only be done in the presence
of a specific solution. It will depend on the additional resources needed and on the
type of implementation used: ASIC, FPGA, commercial solution, etc.

As future work the authors will prepare a software tool that implements this tech-
nique of improving the FT capabilities of an ANN so that the ANN community can
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test and make use of it. This software will be able to take an ANN architecture and
weights and return the parameters and architecture of the improved network.
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Abstract. Agility is the set of capabilities and competencies that an organiza-
tion needs to thrive and prosper in a continuously changing and unpredictable
business environment. This paper, based upon our studies in Iran’s Manufactur-
ing Industry, presents a model for organizational agility and then suggests a
knowledge-based methodology for measuring agility. For being agile, every or-
ganization needs a number of capabilities (e.g. responsiveness) and competen-
cies (e.g., knowledge management (KM) and flexibility), these capabilities and
competencies are broken into some dimensions and finally the resulting dimen-
sions to some indices. For measuring agility we use “IF {Fuzzy antecedents}
THEN {Fuzzy consequent}” rules. This system uses expert knowledge and in-
cludes implementation of fuzzy logic methods and terminology.

Keywords: Agility, Measurement, Fuzzy Logic.

1 Introduction

The nature of competition has changed dramatically over the last two decades. It is
often stated that the most critical concept for a manufacturing company today is its
capability and competency for achieving sustainable competitive advantage. In the
present turbulent, continuously changing and unpredictable business environment,
agility is increasingly becoming the greatest tool of organization. How can organiza-
tions survive and acquire maximum advantage in this environment? The answer is
agility; agility is one of the most important concepts for the organizations to thrive in
a turbulent, continuously changing and unpredictable environment. Agile in Webster
means “marked by ready ability to move with quick easy grace” and “having a quick
resourceful and adaptable character” and Agility means “the quality or state of being
agile: Nimbleness, Dexterity’[16].

Traditionally, performance measurement is defined as the process of quantifying
effectiveness and efficiency of action into readable symbols to report. The need to
measure agility has taken on an increasing importance as effective comparison of per-
formance can only be carried out when appropriate measures have been designed and
tested [36]. In modern business management, performance measurement goes well
beyond merely quantification and accounting. It supposed to contribute much more to
business management and agility improvement in the industries [4]. Form the
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management perspective, performance measurement provides the necessary informa-
tion for management feedback for decision makers and process managers. It plays a
critical role in monitoring performance, enhancing motivation and communication,
and diagnosing problems [4][54]. Furthermore, performance measurement provides
an approach to identifying the success and potential of management strategies, and
facilitating the understanding of the situation. It assists in directing management at-
tention, revising company goals, and re-engineering business processes
[4][52][3][25]. Performance can be defined as the ability of an object to produce re-
sults in a dimension determined a priori, in relation to a target. Thus it is necessary to
have, first, an object whose performance is to considered; second, a dimension in
which one is interested; and third, a set target for the result. The presence of these
three elements ensures that performance as defined above does exist [26]. The journey
to agility is a never-ending quest to do better than the competition, even as the com-
petitive environment constantly changes. On this journey one never arrives at a final
destination, but one needs to know at any point in time whether progress is in fact in
the right direction, and how one stands relative to worldwide competition [13].

Fuzzy logic provides a useful tool to deal with problems in which the attributes and
phenomena are imprecise and vague [56]. Furthermore, fuzzy logic has found large
application in management decisions. Manufacturing systems engineering lacks ana-
Iytic and closed-form mathematical solutions albeit in the simplest possible cases.
Since manufacturing systems are operated and managed by people, it is necessary to
record and utilize human knowledge and perceptions about agility and its factors (pa-
rameter quantification and measurement). However, due to the imprecise and vague
definition of agility indicators, and when a situation is characterized by either lack of
evidence or the inability of the experts to make a significant assessment of an event,
linguistic expressions are used to estimate ambiguous events. Most agility measure-
ments are described subjectively by linguistic terms, which are characterized by am-
biguity and multi-possibility. Thus, the scoring of the above techniques can always be
criticized, because the scale used to score the agility capabilities has two limitations:
1) such techniques do not take into account the ambiguity and multi-possibility asso-
ciated with the mapping of one’s judgment to a number, and 2) the subjective judg-
ment and the selection and preference of evaluators have a significant influence on
those methods. However, fuzzy logic provides a useful tool to deal with problems in
which the phenomena are imprecise and vague. Using fuzzy concepts, evaluators can
use linguistic terms to assess the indicators in a natural language expression and each
linguistic term can be associated with a membership function. Fuzzy logic by making
no global assumption about the independence, exhaustiveness, or exclusiveness of
facilitated evidence, tolerates a blurred boundary in definitions. This brings hope of
incorporating qualitative indicators into decision-making since it is often vaguely de-
fined or has unclear boundaries. Furthermore, fuzzy logic has found large application
in management decisions. From this review, to assist managers in better achieving an
agile enterprise, a model on the basis of fuzzy logic is purposed to provide a means of
both measuring how agile an enterprise is and identifying the principal obstacles to
improve the agility level [30]. Algebraic formulae fail in putting together the various
dimensions of agility coupled with the human perception of agility. To overcome such
problems, the key idea is to model human inference, or equivalently, to imitate the
mental procedure through which experts (managers, engineers, operators, and
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researchers) arrive at a value of agility by reasoning from various sources of evidence.
To quantify agility, managers and operators, frequently use verbal or linguistic values,
such as low, average, about high and so on. Thus, a valid and suitable candidate solu-
tion to the problem of measuring enterprise agility should be based on fuzzy logic
[49][48][47]. This approach has several advantages when compared to previous
methods: 1) this method can give the analyst relatively realistic and informative in-
formation. This provides an overall picture about the possible agility of an organiza-
tion and ensures that the decision made in selection will not be biased. 2) this method
can systematically identify the weak factors within an organization and provide the
means for a manager to formulate a comprehensive plan for improvement. Therefore,
the method can be further used in self-assessment. 3) It provides an appropriate func-
tion structure to reflect the imprecise phenomena in many business environments and
takes into account the uncertainty effect of each factor to ensure a more convincing
and reliable evaluation. Moreover, algorithm of the proposed method can be comput-
erized. Thus, by the decision makers’ providing linguistic assessments through a
menu-driven interface design, the agility level of an enterprise and its agility obstacles
can be obtained easily [30]. The purpose of the study is to assess a firm’s agility using
a reasonably comprehensive model with fuzzy logic.

2 Competencies and Capabilities

Selznick and Penrose, the first time, introduced the notion of competence in 1957 and
1959[31][35][15][39]. Prahalad and Hamel presented basic concepts of competency
and capability in 1990. Core competency is collective learning in the organization,
especially how to coordinate diverse production skills and integrate multiple streams
of technologies and is communication, involvement, and a deep commitment to work-
ing across organizational boundaries. It involves many levels of people and all func-
tions. In fact, the corporation, like a tree, grows from its roots. Core products are
nourished by competencies and engender business units, whose fruit are end prod-
ucts[40]. Some practitioners differentiate between competencies and capabilities
[31][51][44][19][8][53] [15] and some of them do not. Competency[40][31][44][19]
we mean to include what others have called “component competence”[15], re-
sources[15][1], and “knowledge and skills” and “technical systems”[15][45][28],
while by using the term capability [31][51][50][44][8][1], we mean to include what
others have called integrative capabilities[15][27], dynamic capabili-
ties[15][46][45][12],“implicit/social” or “collective knowledge”[15][43], “organiza-
tional architecture”[15][37], combinative capabilities[15] [21], “managerial systems”
and “values and norms”[15][28], invisible assets[15][18], and architectural compe-
tence[15]. In this paper, we too differentiate between them. In our approach, organiza-
tional capability is a firm’s ability to establish internal structures and processes that
create firm-specific competencies and enable it to adapt to changing external pres-
sures. Organizational capability focuses on the internal environment of the firm, on
decisions and practices within the firm that modify how it responds to external pres-
sures[51]. Capabilities are thus associated with groups of individual competencies that
collectively turn into organizational competence. According to Dobson & Starkey
(1993) the capability of any organization is fundamentally determined by how well it
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links together its various activities-such as designing, marketing, and supporting its
products and services and also it depends on the quality of coordination across these
activities, not just on competence in each individual activity[8]. Stalk et al in 1992
reviewed competencies and capabilities[44]: Competencies and Capabilities represent
two different but complementary dimensions of an emerging paradigm for corporate
strategy. Both concepts emphasize behavioral aspect of strategy. However, core com-
petencies emphasize technological and production expertise at specific points along
the value chain, but capabilities is more broadly based, encompassing the entire
value chain. In this respect, capabilities are visible to the customer in a way that core
competencies rarely are. Therefore capabilities/competencies are collective learning
especially includes of set of abilities, expertise, knowledge and skills at organization.
These capabilities and competencies create competitive advantages for organizations.
If customer could see its, therefore its capabilities and if couldn’t see it’s for example
roots of tree, its competencies.

Differentiation point —

Canpabilitv
o -
Collective learning especially 2 & VANE (o v g
include of set of abilities, 3 E
expertise, knowledge and skills g _E @
at organizations o ..
Invisible for customer

Fig. 1. Concepts of capabilities and Competencies

3 Conceptual Model

Agility is a set of capabilities and competencies that an organization needs to thrive
and prosper in a continuously changing and unpredictable business environment.
Based on this definition, two capabilities (Flexibility and Responsiveness) and a com-
petency (KM) are vital to be agile. Therefore, agile organization includes three com-
ponents: flexibility, responsiveness and KM. In other words, if an organization is
responsive, flexible and KM is appropriately implemented, this organization is agile
(Fig 2). Responsiveness is visible to customers but flexibility and knowledge man-
agement are not. The model covers four dimensions of Goldman et al model[13]: En-
riching customers, Cooperating to enhance competitiveness, Organizing to master
change and uncertainty, and Leveraging the impact of people and information. Sharifi
and Zhang[41][42] presented four agility capabilities (Responsiveness, Flexibility,
Competency and Speed) and Dove in 1999 has introduced two competencies (KM
and CP). Nevertheless, they have not differentiated between competencies and capa-
bilities in their perspectives. One of this paper’s objectives is to redefine the following
operational concepts, which are already offered as key words: Responsiveness is a
significant component of agility[24][33][51] [41][42]. Responsiveness is the ability
of presenting product/services rapidly to the customer. Flexibility also is one of the
most important components of agility[41][42][34]. Flexibility is ability of coping and
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adapting with the environment. KM is another important component of agility[9][55].
KM is responsible for having the right knowledge in the right place at the right
time[9]. For measuring each of dimensions used four components of people, proc-
esses, infrastructure and strategies.

Agility

4 v
[ Competency ] [ Capability ]
I
v v
[ Knowledge Management ] [ Flexibility ] [ Responsiveness ]

Strategies Strategies

Processes

Strategies
Infrastructure

Infrastructure Infrastructure

Fig. 2. Conceptual model for achieving agility

4 Fuzzy Approach

Fuzzy logic simplifies the process of taking decisions by simulating the way of rea-
soning of a human expert in environments characterized by uncertainty and impreci-
sion. The idea behind of fuzzy logic is that an element can belong partially to several
subsets, unlike Boolean logic where belonging or not to a set are mutually exclusive.
The degree of belonging to a set is a value between 0 and 1, usually determined by to
what extent an element belong to a fuzzy subset or a category of a variable. Fuzzy
logic is applied in the building of fuzzy systems, which establish the relationship be-
tween an input space and an output one. The breakthrough regarding traditional
mathematical models lies in the fact that the relationship is not determined by com-
plex mathematical equations, but by means of a set of logical rules that reflect the
way of reasoning of an expert. These rules consist of an antecedent (in which several
input variables are related by means of logical operators) and a consequent (where the
same process occurs amongst the output ones). Once defined the membership func-
tions and the rules, the fuzzy inference process occurs in several steps, as follows
(further background in fuzzy logic can be found for example at [11][6][2][10]): 1)
Fuzzification: The first step is to identify for each value of the input variables, the
degree of membership registered in each established label or category. 2) Aggregation
of antecedents: Once known the values registered in the labels present in the antece-
dents, different methods of aggregation can be used in order to obtain a unique global
degree of truth for the antecedent. 3) Inferencing: From the global degree of truth of
the antecedent, a membership function can be derived based on the membership func-
tion of the label of the output variable present in the consequent. For achieving this,
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several methods can be applied, the most accepted being PROD (which weights the
membership function in the consequent by the value of the degree of truth of the
antecedent) and MIN (which truncates the function of the activated label in the conse-
quent according to the value of the degree of truth of the antecedent). 4) Composition:
As several rules may affect the same output variable, it is necessary to look for a way
of aggregating the membership functions obtained in the inference of all the rules.
The most common methods are SUM (which offers as the final membership function
the sum of the ones obtained after inferencing all the rules), MAX (which offers a
function that takes in each point of the output domain, the maximum value of the ones
obtained in each particular membership function) and PROBOR (which is very simi-
lar to SUM, but offers the sum of the values obtained in each output variable minus
the end result of their multiplication). 5) Defuzzyfication: Finally, a method has to be
applied for converting the membership function obtained in the previous step into a
crisp value. Some common methods consist in taking the output value corresponding
to the minimum, medium and maximum of the maximums of the membership func-
tion. The bisectrix method, however, looks for the value that divides the surface
between the output function and the x-axis into two sections with the same area. How-
ever, the most adopted method is the centroid, which offers as the output value the x
coordinate of the center of gravity of the surface between the function and the
X axis [14].
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Fig. 3. Scheme of fuzzy inference process[14]

Five categories of impact were defined for the input/output variables. With respect
of questions in somewhere were used from ‘very low’, ‘low’, ‘medium’, ‘high’ and
‘very high’ (shown at Fig 4) and in another somewhere were used form ‘very poor’,
‘poor’, ‘fair’, ‘good’ and ‘very good’. The boundaries between these categories (once
again considering trapezoidal functions and the sum of degrees of membership equal
to the unit) were established as shown in Fig. 3. The respondents were asked to an-
swer the questionnaire using a 5-point Likert scale. Hwang and Lai [17], Chen and
Hwang [5] and Liang and Wang [29] turned Likert scale into fuzzy number. We used
the Liang and Wang’s number. The membership functions of the linguistic values are
as follows:
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Fig. 4. Membership function

The core of the fuzzy inference system is based on the set of rules defined to link
input and output spaces, in an attempt to simulating the way an expert reasons[10]. In
this case, all the rules have the same structure. The antecedents link all the possible
combinations of categories in qualitative and quantitative variables by means of the
operator AND. These combinations were linked to the expected value of the output
variable (the corresponding impact) according to the criterion established, although
the set of rules was finally revised by the panel of experts to ensure the validity or to
modify the standard criterion for exceptional cases. There are different methods of
defuzzification, the final step of the fuzzy inference process. The most widely ac-
cepted (and thus the ones that we have chosen) are minimum of maximums, medium
of maximums, maximum of maximums and centroid [14].

The key idea of our model in measurement is the involvement of all distinct types
and corresponding operational parameters in the determination of the overall agility.
This is implemented via multi-antecedent fuzzy If-Then rules, which are conditional
statements that relate the observations concerning the allocated types (If-part) to the
value of agility (Then-part). Suppose A,, i =1, 2...N, is the set of agility components
and LC, the linguistic value of each component; then the expert knowledge general
rule is
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If Ajis LC,AND ... A, is LC,, Then A/, is ORGA
Where ORGA representing the set of linguistic values for organizational agil-
ity Apgga - All linguistic values A, and ORGA are fuzzy sets like what is shown in
Figs 3 and 4.

As can be seen from Figure 2, agility breaks into three components/dimensions
(e.g. flexibility, responsiveness and knowledge management into). In addition, each
dimension breaks into four components include of infrastructure, strategy, people, and
process and each of this components measuring with measurable indices. At the first
and second levels, four fuzzy systems (FS) are designed and then for other lower lev-
els data is aggregated. Fuzzy expert system at first level has five-linguistic variables
and three antecedents; therefore, we have three variables with five linguistic terms.
Therefore, we have 5° rules. Fuzzy expert system at second level has five-linguistic
variables and four antecedents; therefore, we have four variables with five linguistic
terms. Therefore, we have 3 X 5" rules. After gathering questionnaires the degree of
each component is determined as fuzzy triangular numbers and the FS designed in
MATLAB. Then for entering these data as fuzzy triangular numbers to MATLAB, we
used Simulink.

This conceptual model was tested at Iran Manufacturing Industry in length of time
about three years and was assessed with confirmatory factor analysis [20]. Ceramic
tile industry in Iran in the last two decades has grown considerably. In Meybod indus-
trial district, there are 28 companies which produce about 70 percent of total ceramic
tile in Iran. In this paper, one of these companies, previously studied in terms of
knowledge management, was selected. Questionnaires were distributed in three de-
partments to determine the degree of each component. Then, we distributed another
questionnaire among ceramic tile industry’s experts to design FS.

5 Conclusion and Suggestions

Table 1 show the final results which are depicted graphically in Figures 5. Degree of
agility of company A at pessimistic (L) state is 0.2, at optimistic (U) state is 0.47 and
most Possible (M) state is 0.38. This methodology used in this study has got the fol-
lowing advantages over other studies. Unlike the previous researches in which the
obtained results are not analyzable due to fact that the value obtained is a crisp,

Fig. 5. Degree of agility
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the results of present study are more flexible. Because in this study results are
presented inform of a range of values which gives the managers a wider range of al-
ternatives for decision making. So far there hasn’t been a strategic model to measure
agility. One such model has been offered and the present study. The system presented
this study clearly shows the strengths and weaknesses of dimensions of agility and its
subcomponents. Following the methodology offered in the present study, all the man-
agement concepts can be measured by fuzzy system. Future research can divide each
component into more subcomponents and devise the respective fuzzy system. Also
research in future can be directed towards designing a maturity model for agility.

Table 1. Final results

Responsiveness Flexibility KM
OIMIO O] MO | M| O
People 0.22410.316]0.433]0.335]0.3410.394|0.385|0.391 |0.424
Process 0.25910.416]0.616]0.263]0.315]0.563|0.363|0.425]0.593
Strategy 0.182]0.345]0.545]0.236(0.2980.305[0.286|0.378 |0.395
Infrastructure 0.257]10.457]0.657]0.513]0.537]0.567]0.453] 0.51 |0.513
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Abstract. For online solution of nonlinear equation f(x) = 0, this pa-
per generalizes a special kind of recurrent neural dynamics by using a
recent design method proposed by Zhang et al. Different from gradient-
based dynamics (GD), the resultant Zhang dynamics (ZD) is designed
based on the elimination of an indefinite error-monitoring function (in-
stead of the elimination of a square-based positive error-function usually
associated with GD). For comparative purposes, the gradient-based dy-
namics is also developed and exploited for solving online such a nonlinear
equation f(x) = 0. Computer-simulation results via power-sigmoid acti-
vation functions substantiate further the theoretical analysis and efficacy
of Zhang neural dynamics on nonlinear equations solving.

Keywords: Recurrent neural networks, neural dynamics, nonlinear
equations, activation functions, exponential convergence.

1 Introduction

The solution of nonlinear equations in the form of f(x) = 0 is widely encoun-
tered in science and engineering fields. Many computational methods and mod-
els have thus been developed. For example, numerical algorithms are employed
popularly for solving such nonlinear equations [1,2,3]. However, it may not be
efficient enough for most numerical algorithms because of their serial-processing
nature performed on digital computers [4]. Recently, due to the in-depth research
in neural networks, the dynamic-system approach using recurrent neural models
has become one of the important parallel-processing methods for solving online
optimization and algebraic problems [5,6,7,8,9,10,11,12,13,14,15,16,17]. Gener-
ally speaking, most reported computational-schemes are related to the gradient-
descent method or other methods intrinsically designed for constant problems
(or to say, time-invariant problems, static problems, or stationary problems)
solving.

Different from gradient-based neural-dynamic approach [5,6,7,8,18], a special
kind of recurrent neural dynamics has recently been proposed by Zhang et al

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 269-279, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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[7,9,10] for time-varying Sylvester equation solving and time-varying matrix in-
version. By following and generalizing Zhang et al's design method, a neural
dynamics is elegantly introduced in this paper to solve nonlinear equations. The
resultant Zhang dynamics (ZD, termed and abbreviated as such for presentation
convenience) is developed by defining an indefinite error-monitoring function
and then making it exponentially decrease to zero. For comparative purposes,
the conventional gradient-based neural dynamics is investigated as well in this
paper. Theoretical and simulative results both show the effectiveness, accuracy
and efficiency of the resultant Zhang neural dynamics on equations solving.

2 Problem Formulation and Neural-Dynamic Solvers

Our objective in this paper is to find solution x € R so as to make the following
solvable nonlinear equation hold true:

f(z) =0. (1)

For discussion and comparison purposes, x* denotes a theoretical solution to
(1). The design procedures of gradient-based neural dynamics and Zhang neural
dynamics are investigated in this section as follows. In addition, some basic
types of activation functions (such as linear, sigmoid, power, and power-sigmoid
activation-functions) are analyzed for the convergence of the neural dynamics.

2.1 Gradient-Based Neural-Dynamics

The conventional neural-dynamic computational schemes generally belong to or
relate to the gradient-descent method in optimization [5,6,7,8,18]. By such a de-
sign method, we could develop the gradient-based neural dynamics for solving
the nonlinear equation f(z) = 0 as follows. Firstly, to solve nonlinear equation
(1), the gradient-descent method requires us to define a square-based positive
error-function (or termed, energy function) such as £(x) = f2(z). Then, a typi-
cal continuous-time adaptation rule based on the negative-gradient information
leads to the following differential equation (which we term as gradient dynamics):

W0 _ 190 P o s, 2)

where v is a positive design-parameter used to adjust the convergence rate of
the neural-dynamics, and z(t), starting from randomly-generated initial condi-
tion z(0) = zp € R, is the neural-activation state corresponding to theoretical
solution z*. As an extension to the above design approach and as inspired by
[10], we could have the following generalized nonlinear form of gradient-based
dynamics (GD) by using nonlinear activation function ¢(-):

(t) = =y (f(2)) f'(@). 3)

In addition, it is worth mentioning that, similar to usual neural-dynamic ap-
proaches, design parameter 7 in (2) and hereafter, being the reciprocal of a
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(a) Gradient dynamics (3) (b) Zhang dynamics (5)

Fig. 1. Block diagrams of neural-dynamic solvers for online solution of f(z) =0

capacitance parameter, could be set as large as hardware permits (e.g., in ana-
log circuits or VLSI [7]) or selected appropriately (e.g., between 10® and 10%) for
experimental and/or simulative purposes.

2.2 Zhang Neural-Dynamics

By Zhang et al's design method [7,9,10], we could define directly the following
indefinite error function (where “indefinite” means that the function could be
positive, zero, negative, and bounded or even unbounded) so as to generalize a
Zhang-dynamic model for solving online the nonlinear equation f(x) = 0:

e(t) == f(z(t)).

Then, the time derivative é(t) of error-function e(t) could be chosen and forced
mathematically such that the error function e(t) exponentially converges to zero.
Specifically, é(t) can be chosen in the following general form:

dil(tt) = —¢(e(t)),

or equivalently,

V@) o), (@

where design-parameter v > 0 and activation-function ¢(-) : R — R are defined
as before. Expanding the above ZD design formula, we could thus obtain

0f(x) dr _
dr dt

leading to the following differential equation (which we term Zhang dynamics):

fl(@)a(t) = —yo(f(x)) and/or i(t) = —y¢(f(2))/f (x), (®)

where z(t), starting from randomly-generated initial condition z(0) = z¢ € R,
is the neural-activation state corresponding to theoretical solution z* of (1).
In addition, it is worth pointing out that a general form of Newton-Raphson
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iterative method [19] for solving nonlinear equation f(z)=0 might be derived by
discretizing this Zhang neural-dynamics instead of gradient neural-dynamics.

Moreover, the block-diagram representation of neural-dynamics (3) and (5)
could be shown in Fig. 1. In view of equations (3), (5) and Fig. 1, different
choices for v and ¢(-) may lead to different performance of the neural-dynamics.
In general, any monotonically-increasing odd activation function ¢(-) could be
used for the construction of the neural dynamics. For example, the following four
basic types of activation function ¢(-) could be adopted in this paper:

1) linear activation function ¢(u) = u,
2) bipolar sigmoid activation function (with & > 2)

1 —exp(—&u)

¢)(’U,) - 1 —|—exp(—§u)’

3) power activation function ¢(u) = uP with odd integer p > 3 (note that
linear activation function ¢(u) = u can be viewed as a special case of power
activation function with power-index p = 1), and

4) power-sigmoid activation function

o(u) {“1” it u] > 1 o
U) =\ ltexp(—€) l—exp(—&u .
1_ex§5_5§ : 1+ex§g_£u;, otherwise

with suitable design parameters £ > 1 and p > 3.

It is worth saying that other types of activation functions can be generalized and
extended by understanding the above four basic types of activation functions.

3 Theoretical Analysis

While Section 2 presents the general frameworks about gradient-based dynamics
and Zhang dynamics for solving nonlinear equation f(z) = 0, detailed design
consideration and theoretical results are given in this section. To analyze the
convergence of Zhang dynamics (5), we firstly introduce the following definitions.

Definition 1. A neural-network system is said to be globally convergent, if
starting from any initial state taken in the whole associated Euclidean space,
every state trajectory of the neural network converges to an equilibrium point
that may depend on the initial state of the system trajectory [20].

Definition 2. A neural-network system is said to be globally exponentially
convergent, if every trajectory starting from any initial point x(¢y) satisfies

z(t) — 2*| < nlla(to) — a*|| exp (— A(t —to)), VE > tg =0,

where constants n > 0 and A > 0 exist, 2" denotes here an equilibrium point
that may depend on initial state z(to), and symbol || - || denotes the Euclidean
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norm for a vector (which, in our present situation, denotes the absolute value of
a scalar argument) [20].
For Zhang dynamics (5), we could have the following propositions.

Proposition 1. Consider a solvable nonlinear equation f(x) = 0, where f(:)
is a continuously differentiable function. If a monotonically-increasing odd acti-
vation function ¢(-) is employed, then neural state x(t) of Zhang dynamics (5)
starting from randomly-generated initial state 2(0) = xo € R could converge to
theoretical solution * of nonlinear equation f(x) =0 depicted in (1).

Proof. We can define a Lyapunov function candidate V(x) = f2(x)/2 > 0, and
its time derivative along the system trajectory of Zhang dynamics (5) becomes

dV (z) de

— = @@ = = f(@)e(f(@)). (7)

Because a monotonically-increasing odd function is used as an activation func-
tion, we could have ¢( — f(z)) = —¢(f(x)), and

>0, if f(z) >0,
o(f(x)) { =0, if f(z) =0, (8)
<0, if f(z) < 0.

Hence we have
>0, if f(z) #0,

=0, if f(zx) =0, ©)

f@)o(f(x)) {
which guarantees the final negative-definiteness of V (x); i.e., V(z) < 0 for f(x) #
0 (equivalently, z # z*) and V(z) = 0 for f(z) = 0 (equivalently, z = z*). By
Lyapunov theory [20], residual error e(t) = f(x(t)) could converge to zero. That
is, neural state z(t) of ZD (5) could converge to a theoretical solution z* with
f(z*) = 0 starting from some randomly-generated initial states [note that f'(z)
appears in the derivation of (7)]. The proof is now complete.

Proposition 2. Let z* denote a theoretical solution to problem f(z) = 0, where
f () is a continuously-differentiable function (specifically, with at least first-order
derivatives at some interval containing x*). In addition to Proposition 1, neural
state z(t) of Zhang dynamics (5) could converge to x* if initial state z¢ is close
enough to z*. Moreover, Zhang dynamics (5) possesses the following properties.

1) If the linear activation function is used, then exponential convergence with
rate v [in terms of residual error e(t) = f(x(¢))] can be achieved for (5).

2) If the bipolar-sigmoid activation-function is used, superior convergence can
be achieved for error range e(t) = f(z(t)) € [-9, 4], 3§ > 0, as compared to
the situation of using the linear activation function described in Property 1.

3) If the power activation function is used, then superior convergence can be
achieved for error ranges (—oo, —1) and (1,400), as compared to the situa-
tion of using the linear activation function described in Property 1.
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4) If the power-sigmoid activation function is used, superior convergence can be
achieved for the whole error range e(t) = f(z(t)) € (=00, +0), as compared
to the situation of using the linear activation function in Property 1.

Proof. We now come to prove the additional convergence properties of Zhang
dynamics (5) by using the mentioned several types of activation functions ¢(-).

1) For the situation of using the linear activation function, it follows from
equation (4) that df(z)/dt = —vf(z), which yields f(x(t)) = exp(—~t)f(zo).
This proves the exponential convergence rate v of Zhang dynamics (5) in the
sense of its residual error f(z(¢)) — 0. Furthermore, we could also show the
state convergence of Zhang dynamics to theoretical solution x* via the following
procedure. According to Taylor’s theorem [19], we could have

f@) =f(x—a" +27)

—f(@®) + (@ — 7Y f (@) + T

ol @)
*)n+1

T I

(@) ]z=a

for some « existing between x(t) and x*. Thus, in view of f(z(t))=exp(—~t) f (o)
and f(z*)=0, by omitting higher-order terms, we could have (z—z*) f/(x)|p=z+ =
exp(—~t) f(xo), which, if f'(z)|g=z+ # 0, yields

l = 2*|| = exp(=vt) f (x0)/ [ (@) |z=a=

and shows the exponential convergence of Zhang dynamics (5) in terms of neural
state z(t) — 2* as well. In addition, note that, even if f*)(z)|,—p = 0, Vk =
1,2,---,(n—1), and 0 (2)|p=e~ # 0, we still have
* n 1/n
|z — 2*|| & exp(=~t/n) (f (zo)n!/ f" (@)|o=o+) ",
which shows again the exponential convergence of Zhang dynamics (5) in terms
of neural state z(t) — «*, provided that initial state x¢ is close enough to z*.
2) For the situation of using bipolar-sigmoid function ¢(u) = (1 —exp(—&u))/
(1 + exp(—£u)), we know that there exists an error range e(t) = f(z(t)) €
[—6,0] with § > 0 such that ||¢(f(z))] > ||f(2z)] [7,10]. So, by reviewing the
proof of Proposition 1 [especially, equation (7)], we know further that superior
convergence can be achieved by ZD (5) with bipolar-sigmoid activation function
for such an error range, as compared to Property 1 of using the linear function.
3) For the p-th power activation function ¢(u) = P, it follows from (4) that
df (z(t))/dt = —yfP(t), and its general form of trajectory is written down as

flz(t) = f(xo)((p — 1) fP Y ao )t + 1)—ﬁ.

Specifically, for p = 3, residual error f(z(t)) = f(xo)//2f%(zo)yt + 1. Evi-
dently, as t — oo, f(z) — 0. Look back to the proof of Proposition 1 [specifically,
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Fig. 2. Convergence behavior of error e(t) with different activation functions

equation (7)]: as for Lyapunov function candidate V(z) = f?(x)/2 and its time
derivative V(z) = —yf(z)¢(f(x)), we could have f(z)¢(f(x)) = fPHi(z) >
f?(z) for error ranges f(x) < —1 and/or f(x) > 1. This implies that when
using the power activation function, a much faster convergence can be achieved
by ZD (5) for such error ranges in comparison with Property 1 [7,10].

4) Tt follows from the above analysis (especially, Properties 2 and 3) that, in
order to achieve superior convergence, a high-performance neural dynamics could
be developed by switching the power activation function to the bipolar-sigmoid
activation function at switching points f(z) = +1. Thus, if the power-sigmoid
activation function is used with suitable design parameters £ > 1 and p > 3,
superior convergence could be achieved for ZD (5) theoretically over the whole
error range (—o0,4+00), as compared to the linear-activation-function situation.

For graphical interpretation, the convergence behavior of residual error e(t)
is illustrated in Fig. 2 by using different activation functions, where v = 1. Note
that, to draw all curves in the same one plot, small values of design parameters
of nonlinear activation functions (such as £ =4 and p = 3) have to be used.

Remark 1. Nonlinearity always exists, which is one of the main motivations for
us to investigate different activation functions in this kind of work. Even if the
linear activation function is used, nonlinear phenomenon may still appear in its
hardware implementation; e.g., in the form of saturation and/or inconsistency
of linear slope, and in digital realization due to truncation and round-off errors
[7]. The investigation of different activation functions (such as the sigmoid and
power functions) may give us more insights into the imprecision problem and
side-effects possibly appearing in neural hardware implementation.
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Remark 2. It is worth comparing here the two design methods of neural dy-
namics; namely, Zhang dynamics (5) and gradient-based dynamics (3). They are
both exploited for online solution of nonlinear equation (1). However, gradient-
based dynamics (3) is designed based on the elimination of square-based error-
function e(z) = f%(z) as well as gradient-descent method. In contrast, Zhang
dynamics (5) is designed based on the elimination of an indefinite error-function
e(t) = f(x) itself, which might be positive, negative, bounded or unbounded.

4 Computer-Simulation Studies

While Sections 2 and 3 present gradient-based neural dynamics (3), Zhang neural
dynamics (5) and related analysis results, in this section we show computer-
simulation results so as to demonstrate the characteristics of the neural-dynamic
convergence. For comparative purposes, both dynamics are exploited for solving
online the nonlinear equation f(z) = 0 with two illustrative examples below.

Example 1. Consider the following nonlinear equation in the quadratic form:
f(x) =2%/2 — 22 +1.875 = 0. (10)

For comparative purposes, the theoretical solutions to the above nonlinear equa-
tion could be written down as 7 = 1.5 and z5 = 2.5. These are used here to
verify the theoretical results discussed in the previous sections.

As seen from Fig. 3, starting from randomly-generated initial states selected
within [—5, 5], the activation state z(t) of the investigated neural-dynamics (3)
and (5) could both converge to a theoretical solution, either 3 or 3 as denoted
by dotted lines in red.

—

-

‘ ‘ time ¢ (s) ] ‘ ‘ time ¢ (s)
0 2 4 6 8 10 0 2 4 6 8 10

(a) Gradient dynamics (3) (b) Zhang dynamics (5)

Fig. 3. Online solution of nonlinear equation (10) by randomly-initialized GD (3) and
ZD (5) with v = 1, where dotted lines in red denote the theoretical solutions
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Fig. 4. Online solution of (11) by randomly-initialized GD (3) and ZD (5) with v = 10

Example 2. Consider the following nonlinear equation with multiple roots:
fl@)=(z-3)"@-1)=0. (11)

Evidently, the theoretical solutions to the above nonlinear equation could be
written simply as 27 = 1 (a simple root) and 3 = 3 (a root of order 10). As seen
from Fig. 4(a), by applying gradient-based neural dynamics (3), starting from
randomly-generated initial states selected within [—4, 4], some wrong solutions
(other than z7 = 1 and a3 = 3) have also been yielded. In contrast, neural state
x(t) of the presented Zhang dynamics (5) could converge to a theoretical solution
in this example, either 7 = 1 or x5 = 3; i.e., no wrong solution synthesized by
Zhang dynamics! This could be seen clearly from Fig. 4(b).

In summary, gradient dynamics (3) could effectively solve some nonlinear
equations (e.g., Example 1). However, it might yield some inapplicable solutions
(e.g., Example 2) due to the multiplication of the derivative term in its dynamics.
In contrast, as proved theoretically and substantiated simulatively in this paper,
Zhang dynamics (5) could more accurately and effectively solve the nonlinear
equation f(x) = 0 depicted in (1) if there exists a solution to it.

5 Conclusions

A special kind of neural dynamics has been generalized, developed, analyzed and
compared in this paper by following Zhang et al’'s method for online solution of
nonlinear equations. Different from conventional gradient-based neural dynam-
ics, such a Zhang neural dynamics has been elegantly introduced by defining an
indefinite error-monitoring function (instead of usually-exploited positive energy
function). Thus, its computational error could be made exponentially decrease
to zero. For comparative purposes, the gradient-based neural dynamics has also
been applied to online solution of such nonlinear equations. Theoretical and
simulative results have both demonstrated the accuracy and efficacy of Zhang
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dynamic approach. Further research efforts may be directed towards the design,
development and analysis of discrete-time neural models.
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Abstract. A novel competitive Hopfield network with periodic stochastic dy-
namics is proposed for the NP-hard partitional clustering problem in this paper.
Clustering technique has been applied to a wide range of problems, such as pat-
tern recognition and machine learning. The aim of partitional clustering is to
obtain a specified number of data sets from the original data according to cer-
tain criteria. The proposed algorithm introduces periodic stochastic dynamics,
which helps the neural network escape from local minima and search a possible
better solution based on the solution which is obtained in the latest period. The
performance is evaluated through several benchmark data sets. The simulation
results show that the proposed algorithm outperforms previous approaches,
such as k -means, genetic algorithm, particle swarm optimization, differential
evolution, combinatorial particle swarm optimization and tabu search.

Keywords: Partitional Clustering, Competitive Hopfield Neural Network, Peri-
odic Stochastic Dynamics.

1 Introduction

Data clustering is utilized to find natural groupings in data. It acts a central role in
variety of fields. Clustering techniques have been used to a wide range of pattern rec-
ognition and machine learning. A many of clustering algorithms have been proposed in
last several decades [1]. Most of the algorithms can be classified into two types: hierar-
chical clustering and partitional clustering [1]. Partitional clustering algorithms group a
data set into a specified number of data subsets according to certain criteria, e.g. a
square error function. This paper mainly focuses on partitional clustering.

A lot of algorithms have been introduced in the literatures to solve the partitional
clustering problem [1], [2]. Forgy [2] proposed an important one, called %k -means
algorithm. However, it is sensitive to the initial selection of centers and is likely to
converge to partitions which are significantly inferior to the global optimum. Bhuyan,
et al. [3], [4] applied genetic algorithm (GA) to find globally optimal solutions to the
clustering problems with high computational complex. Recently, Paterlini et al. [5]
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L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 280-289, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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proposed two algorithms, particle swarm optimization (PSO) and differential evolu-
tion (DE), compared with £ -means, random search (RS), and GA, to solve the parti-
tional clustering problem. Further, Jarboui, et al. [6] proposed a combinatorial particle
swarm optimization (CPSO) and a GA for the partitional clustering. Liu et al. [7]
designed a new tabu search called TS-Clustering to deal with the clustering problem.

Since the partitional clustering problem can be considered as optimization prob-
lems, Hopfield neural networks [8] can be used to solve it. Recently, Galdn-Marin, et
al. [9] proposed an optimal competitive Hopfield model (OCHOM), which guarantees
and maximizes the descent of any Lyapunov energy function as the groups of neurons
are updated. Their simulation results for the bipartite subgraph problem and N -queen
problem illustrated that the OCHOM was much superior to other Hopfield neural
networks in terms of the solution quality and the computation time.

However, the OCHOM is easily trapped in local minima. This paper proposed a
novel algorithm which employs a periodic stochastic dynamics, resulting in periodic
temporary energy increasing, to help the OCHOM escape from local minima. Further,
the proposed algorithm can seek for a possible better solution based on the solution
which is obtained in the latest period. The algorithm is called competitive Hopfield
neural network with periodic stochastic dynamics (CHNN-PSD). The performance of
the CHNN-PSD is evaluated through several benchmark data sets. The experiments
results show that the CHNN-PSD outperforms previous approaches, such as k -
means, GA, PSO, DE, CPSO and TS-Clustering for the partitional clustering problem.

The remaining sections of this paper are organized as follows. Section 2 defines the
clustering problem. The CHNN-PSD is proposed in section 3. In section 4, we apply
the CHNN-PSD to the partitional clustering problem. In Section 5, benchmark data
sets are used to evaluate the proposed algorithm. Finally, some conclusions are drawn
in last section.

2 Clustering Problem

The clustering problem can be formulated as follows. Let n denote the number of
objects or patterns in a D -dimensions space, which will be clustered into K groups
or clusters according to certain criteria. If the clusters are represented by

G = {gl,gQ,m,gK} ,and n, = |gk| is the cardinal of the cluster g, , then these vari-

ables must meet constraints: g, = ¢ , g, ﬂg] =¢ i=j. kij= 12--K and

K
Z n, = n.Let f(G) be the objective function of the clustering problem. The objec-
k=1
tive of the problem is to optimize f(G).

The criteria, which is used widely in partitional clustering, is squared error (SE)
criterion. The SE for the partition is the sum of squared Euclidean distance between
each object and its cluster center. The SE for the partition G = { 91,995 gk} can be
calculated as:

K 7
SE(G)=>"> (z, —c) (z, —¢,) (1
= =1

k=1 i
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Where z, is the i th object belonging to the cluster g, and ¢, is the mean vector of

cluster g, . ¢, can be described as follows: ¢, = (Zn‘ z,)/n, .So the objective of
the partitional clustering problem is: minimize SE(G).

Another criterion which is used commonly is a variance ratio criterion (VRC) [6].
At first we define SEinter(G), as a sum of squared distances between the cluster

centers ¢, and the mean vector of all objects (the center of all objects) c,,, as follows:
SEinter(G Zn ¢, —¢c,) (¢, —c,)

Where the mean vector of all objects (the center of all objects) c, is

=0 x)/n
Then, the VRC can be defined as:

SEinter(G) / (K —1)
SE(G) / (n— K)

VRC(G) = (2)
Where (n — K) is the degree of freedom of the SEinter(G), and K —1 is the de-
gree of freedom of the SE(G) .

3 CHNN-PSD

In this section, a novel competitive Hopfield network with periodic stochastic dynam-
ics will be proposed. Below we briefly review the OCHOM model firstly, and then
the CHNN-PSD is introduced.

The OCHOM [9] is consisted of K disjoint groups of neurons, where each group
of neurons is composed of m neurons. Let v,(t) € {0,1}, u,(¢).and 6, be the out-

put, input and basis of the ¢ th neuron in the x th group, respectively, where ¢ is
discrete time. The interconnection strength between the neuron i and the neuron

yj is denoted by ww(x,y =1,2-K,i,j7=12--m).
The OCHOM is characterized by the Hopfield energy function:

1 K m

K m
Et)Z_EZZZZme @i yj +ZZ @i u (3)

=1 i=1 1 j=1 =1 i=1

The inputs of the neurons are calculated by the discrete Hopfield updating rule:

m

:___ZZ i,yj w_ i 4)

i y=1 j=1
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In the OCHOM, the iteration process employs a special rule, called winner-takes-all.
One and only one neuron in each group is fired at every time ¢. Which neuron in the
group z is fired with the output 1 at time ¢ + 1 follows the rule blow.

1 u,(t)-K, = max(u_(t)—K

20,2 j=l,m Y z[),zj)

v (t+1)= (5)

0 otherwise

Where w0 denotes the fired neuron for group z at time ¢ and the K . can be

computed as follows:

1
20,zj = 75(&)1:0,3:0 + w:{y,x_] - 2w:1:0,:ly) (6)
The update rule of the OCHOM can ensure the energy descent for every time step.
The proof can be found in [9].

However, the OCHOM has no mechanism to escape from local minima. In order to
solve the local minima possibly, we propose a new algorithm, called CHNN-PSD.
The CHNN-PSD incorporates periodic stochastic dynamics into the OCHOM, so that
temporary energy ascending is permitted, which helps the OCHOM escape from the
local minima. Furthermore, the mechanism can enable the network to search a possi-
ble better result based on the best solution which is obtained in the latest period. The
input/output function of the 7 th neuron in the z th group is modified and is such:

v (t+1)= Low ()= max(u, (1)) o
" 0 otherwise

u, =at)-(u,(t)- K, ) (8)

Where u;z. is the transient variable. The CHNN-PSD dynamics includes the periodic

stochastic dynamics, which is different from the origin OCHOM optimal dynamics.
Thus, steepest descent and ascent are achieved at «(t) = land «(t) = —1 respec-

tively. At a(tf) =1, the dynamics of the CHNN-PSD is the same as those of the
OCHOM. At af(t) = —1, the neuron with the minimum value of {u_(t)— K} for

each group z is selected. The cooling schedule for «(t)is given by:

a(t) = random(h(t),1) 9

h(t) —1_ Qe—tmud(T)//\ (10)

Where T is the period of the dynamics function and A is a parameter to accommo-
date the speed of the hill-climbing. Fig. 1 shows how the value of h changes with ¢
for A=50and T = 300.
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h(t)

Fig. 1. Graph of h(t) with A = 50 and 7" = 300

Initially, h(0) = —1, therefore «(0)is a random value that is selected from a range
[-1,1]. As ¢ increases in a period T, the range of the random is becoming narrower
and narrower. When ¢ is enough large, «(t) — 1is guaranteed. Note that A(t)is a
periodic function, the values of which in [(k —1)T,kT](k=1,2,---,n) are the
same trend. In each single period, decent of the energy is always permitted. Whereas,
ascent of that is also permitted with high frequency at the beginning and becomes less
likely as the algorithm proceeds. Thus, the CHNN-PSD provides a mechanism for hill
climbing by varying the direction of neuron motion. Furthermore, the periodicity is
characterized by altering phases of cooling and reheating the stochastic dynamics.
Hence, the proposed algorithm provides a means to achieve an effective dynamic or
oscillating balance between intensification and diversification during the search. By
this way, this mechanism enables the network to search a possible better solution
based on the local optimal solution which is obtained in the latest period.

4 CHNN-PSD for Partitional Clustering Problem

The clustering problem, where n objects with D dimensions are clustering into K
clusters, can be mapped onto the CHNN-PSD with two dimensions neurons, where it
consists of n rows and K columns. Each column is regarded as a group. Thus each
group is composed of n neurons.

Let z,(i=12,---,n,d =1,2,---,D) denote the d th features of the object z, . If
i th objects belongs to the  th cluster, the output v, (i =12,---,n, k =12,--- K)
of the neuron 4k is 1. This rule can be described briefly as follows:

1  the ¢th object belongs to the kth cluster

V., =
k .
! 0 otherwise

c, as the center of the % th cluster, is defined in the section 2, then the d th dimension

of the k th cluster center is: ¢,, = (Z" vx)/ (Z" v, ). Therefore, the objective

i=1 k" id i=1 ik
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function of the partitional clustering problem or the energy function of neural network
can be defined as:

n D

oz = e =03 @, — ) (11)

k=1 i=1 k=1 i=1 d=1

By comparing the energy function (11) and the standard energy function (3), we can
obtain the connection weights and the biases of the neural network for the clustering
problem, with which we can derive the input of the neuron ik for the clustering
problem:

D

u, (1) = —2a(t)z (z,—¢,) (12)

d=1

Note that the neural self-connection is w, , = 0 and the interconnection between the
neurons within the same group is w, , = 0. Therefore K, , = 0(ik and ¢l denote
the neurons within the same group). Each object belongs to one and only one cluster.
Only one neuron is firing (v, =1) in a column or a group by the winner-takes-all
rule. Consequently, according to (7), the input/output function of the 7 th neuron in
the £ th group for the clustering problem is given by:

1 u(t)= jmzla)i(ujk ()

v, (t+1)=
il ) 0 otherwise

13)

The CHNN-PSD maybe converge to a so-called degenerate solution, with a partition
having less than K non-empty clustering, which also be called empty clustering
problem. To avoid this problem, we add a penal term to Eq. (13):

u, (t) = —Qa(t)zD:(xzd —c, ) +C-e(k) (14)

d=1

Where the penalty term e(k) = 1, if the k th cluster is empty, otherwise, e(k) =0,

and C is areasonable large positive constant.

If the k th cluster is empty, the penalty term can help the neuron ik in the i th
group win the competition, which force the object 7 to be assigned to the £ th empty
cluster. Thus, the degeneracy (empty cluster) problem can be eliminated effectively
by the penal term added.

The following procedure describes the proposed algorithm for the partitional
clustering problem:

/*Initialization*/

Each object is clustered into one cluster randomly, and

mapped onto the neural network.

for k=1 to Kdo

Evaluate the cluster centers.

end for

/*Main Loop*/

t=1
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do
for i=1 to ndo
for k=1 to K do
/*Updating Input*/
Evaluate u,(t), according to (14).
endfor
/*updating output*/
for k=1 to K do
Evaluate v, (t), according to (13).
endfor
Update cluster center.
endfor
Keep the best objective, and the best solution.
t=t+1
until t reaches a given iteration times

5 Simulation Results

The CHNN-PSD is simulated for patitional clustering problem on a notebook Pentium
M (1.6GHz, 1.7GHz). In order to help the neuron ¢k in the i th group win the compe-
tition when the £ th cluster is empty, parameter C' can be set to a relative large posi-
tive constant. In the sake of the neuron network having a plenty of choices to increase
the energy and convert to a stably state finally, the period T of a single simulated
annealing should be set to a relative large positive constant too. Thereby the parame-
ter A =50,C =100and T = 300 were used in the simulation. And the total itera-
tion times are 2400, so the periodic dynamic function has 8 periods.

To show the performance of the CHNN-PSD, three well-known benchmark data
sets from the machine learning repository [5], [10] have been considered. These
benchmark data sets are fisher’s iris, Wisconnsin breast cancer, Ripley’s glass and
Vowel.

In order to demonstrate the performance of the proposed algorithm, we first com-
pare it with k£ -means. RS. GA. PSO and DE proposed in [5]. And then, we com-
pare it with CPSO, GA proposed in [6]. The CHNN-PSD is compared with four
variations of tabu search, called TS-Clustering, proposed in [7]. The SE and VRC
were provided for comparison. Since all the simulations were conducted on bench-
mark problems, some simulations results were directly adopted from the origin papers
(51, [6], [7].

Table 1 shows the mean values and standard errors of SE and VRC over 30 runs on
benchmark data sets obtained by k-means, RS, GA, PSO, DE and the proposed algo-
rithm. For Iris data, RS, GA, PSO, DE and the proposed algorithm product the same
good result. For cancer data, all the algorithms can get the same good result except the
RS. For glass data, the DE and the proposed algorithm can get better result than oth-
ers. For vowel data, most challenging data set, the proposed algorithm outperforms all
other algorithms. All the best results in Table 1 are marked in bold. Note that the
proposed algorithm can always acquire the best result in the six approaches on the 4
benchmark data sets with standard error 0.
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Table 1. Mean values and standard error over 30 runs on the benchmark data sets

Date Criterion  k-means RS GA PSO DE CHNN-
set PSD
Iris SE 8950.18 7885.14 7885.14 7885.14 7885.14 7885.14
(449.79)  (0) 0) (U] (] (U]
VRC - 561.63 561.63 561.63 561.63 561.63
©) 0) (U] ) (U]
Cancer SE 19323 19361 19323 19324 19323 19323
0) (3.3296) 0) (0.3944) 0) 0)
VRC - 1022.28 1026.26 1026.26 1026.26 1026.26
(0.3555) ) (0.0002) ) (U]
Glass SE 366.98 393.21 341.09 339.04 336.06 336.06
(6.59) (2.223) (1.5999) (0.9505) ) )
VRC - 101.05 121.94 122.74 124.62 124.62
(0.9564) (0.7799) (0.578) ) )
Vowel SE 31687462 34898130 30943106 30734068 30690785 30686238

(229932)  (183388)  (13606)  (6467.23) (1816.64) (0)
- 1278.7 145045 146333 146555  1465.88
(7.14) 0.9677)  (0.3809)  (0.1156)  (0)

VRC

The worse, average and best result over 10 runs obtained by CPSO with heuristic
initialization and the proposed algorithm are shown in Table 2. For Iris and cancer
data, the two algorithms both can get the same good results. While the proposed algo-
rithm outperforms the CPSO on the glass and vowel data, especially in terms of mean
and worse result objective.

The minimum, average and standard error results over 10 runs provided by KM-DHB,
DHB-DHB, DHF-DHB, as three variants of TS-Clustering , and the CHNN-PSD, on the
vowel data, are shown in Table 3. From the table, we can observe that all the algorithms
in the table can get the same good minimum value and the proposed algorithm performs
much better than other approaches for the average and standard error values.

Table 4 shows average computation time (second) or the number of fitness evalua-
tion function of the algorithms mentioned above on benchmark data From the table,
we can see that the proposed algorithm is faster than RS, GA, PSO, DE and CPSO in
their own environments, while slower than k-mean because the proposed algorithm
has mechanism to escape from local minima.

Table 2. Experimental results over 10 runs on the benchmark data sets (CPSO with heuristic
initialization)

Data Criterion CPSO CHNN-PSD

set Worse Average  Best Worse Average Best

Iris SE 7885.14 7885.14 7885.14 7885.14 7885.14 7885.14
VRC 561.63 561.63 561.63 561.63 561.63 561.63

Cancer SE 19323 19323 19323 19323 19323 19323
VRC 1026.26 1026.26 1026.26 1026.26 1026.26 1026.26

Glass  SE 375.79 336.17 336.06 336.27 336.10 336.06
VRC 123.62 124.44 124.62 124.51 124.56 124.62

Vowel SE 30712302 30691704 30689508 30686238 30686238 30686238

VRC 1465.47 1465.65 1465.88 1465.88 1465.88 1465.88
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Table 3. Minimum, average and standard error values over 10 runs on the Vowel data sets

Data Criterion KM-DHB DHB-DHB DHF-DHB CHNN-PSD
set

Avg.  30687595.43 30686426.39 30686527.05 30686238.38
Vowel SE  Min.  30686238.38 30686238.38 30686238.38 30686238.38
SD. 935.68 376.03 441.77 0.61

Table 4. Average computation time (second) on benchmark data sets

k-mean RS, GA, PSO, DE  CPSO and GA CHNN-PSD

Number of Fitness - 100,00 times 250,00 times -
Evaluation

Iris 0.03 27 - 0.88
Vowel 0.19 270(RS:250) - 9.84

From all simulation results, we can conclude that the proposed algorithm can find
better or comparable solutions within relatively less computation time than previous
approaches.

6 Conclusions

This paper presents a novel competitive Hopfield neural network with periodic sto-
chastic dynamics to solve the partitional network. The periodic stochastic dynamics is
introduced to help the neural network escape from the local minima and search a
possible better solution based on the best solution which is obtained in the latest pe-
riod. The proposed algorithm is evaluated through a series of well-known benchmark
data sets. The simulation result reveals that the proposed algorithm can get better or
comparable results, with relatively less computation time than previous approaches,
such as k-means, genetic algorithm, particle swarm optimization, differential evolu-
tion, combinatorial particle swarm optimization and TS-clustering.
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Abstract. Hysteresis and nonlinearity of piezo actuator are the major factors af-
fecting the motion accuracy in controlling a micro system. The prediction accu-
racy of classical Preisach model could be improved only by mass experiments
for measuring hysteresis. A model based on BP neural networks was proposed
to improve the prediction accuracy. Because the stoke of piezo actuator have re-
lation to historical extrema inputs, the input of the model are current exciting
voltage, historical voltage at nearest turning point and its corresponding stroke
and the output is piezo actuator’s stroke. Results of simulation and experiments
show that the proposed hysteresis model can exactly describe and predict the
hysteresis of piezo actuator compare with traditional bilinear interpolation and
has the better generalization ability.

Keywords: hysteresis, BP neural networks, Preisach model.

1 Introduction

With the rapid development of precision machining and nanotechnology, precision
positioning technology with the accuracy of submicrometer even nanometer is in-
creasingly needed in the fields of precision machining, biological engineering and
microelectronics. There is an widely usage of piezoelectric actuators, because they
have compact structure, high resolution, fast response, high stiffness, no backlash and
no friction. A piezo actuator, however, exhibits hysteresis nonlinearity, which se-
verely limit the scope of its application. Therefore, more and more people concern
about how to describe the behavior of hysteresis nonlinearity correctly and eliminate
its affects [1][2].

The behavior of hysteresis nonlinearity can result in the degradation of system per-
formance and even lead to instability [3]. In order to eliminate the effect of nonlinear
hysteresis of a piezo actuator to the positioning accuracy, many scholars at home and
abroad proposed lots of methods. Among them, P. Ge [4] and Song D [5] adapted the
Preisach model[6] based on the phenomenon of piezo actuators to describe the hys-
teresis. This method merely considered the input and output relations of piezo actua-
tor and omitted the microstructure of piezo materials, has received much attention
recently for its excellent properties and easy implementation compare to other meth-
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ods. The disadvantages of the Preisach model are the dependence on experimental
samples and employing bilinear interpolation.

Neural networks have been widely used because of its high precision approxima-
tion capabilities and a strong ability to fault-tolerant in the identification [7][8]. Neu-
ral networks, applied to hysteresis molding, are mainly used in mathematics formula
improvement, have the same shortcoming with Preisach model. This paper study on
the hysteresis of piezo actuator based on neural networks in the frame of Preisach
model and a new model is established. Results of simulation and experiments show
that the proposed hysteresis model is sample and accuracy.

2 Summary of Preisach Model

Piezo actuator is composed by stacking many single PZT layer like piezo-capacitor.
When this piezo-capacitor is exposed to electric fields, the deformation is created.
Piezo stack actuators make use of the increase of the ceramic thickness in direction of
the applied electrical field to produce motions and/or force. Because of the electricity
physical property of piezocrystal, charging and discharging lead to the hysteresis
nonlinearity phenomenon. Voltages and stokes trace out a series of hysteresis loop
was formed at voltage-stroke plane.

The Classic Preisach Model is constructed by summarize a mass of Preisach-plane-
weighing-operators y,s. Each of operators has the basic characteristics of hysteresis
loop. Figure 1 shows the input and output of the operator [9].

Ya[i(u)
1

J B a u
0o —» o

Fig. 1. Hysteresis operator

Due to the direction of voltage u(f) applied must be along with the polarized direc-
tion of piezo actuator, that is, the value of input voltage u(f) and the output stroke x(¢)
is positive at anytime. Therefore, the hysteresis loop of the hysteresis operator y,zis
either O or 1. A threshold (o, B) decides rising edge and falling edge of operator, o and
p are the input values where up and down switching occur, respectively (o>f). Then,
the Preisach model is expressed as follow:

x(n)= [[ we. By pu(tdodp ()

Where, u(a.f) is weight function. Hysteresis operator y,s has simulated the general
hysteresis phenomenon, and the integration form concerned the influence of historical
inputs



292 X. Yang et al.

The Preisach model has two important properties, i.e. the wiping-out property and
the minor-loop congruence property. The wiping-out property is that the input extre-
mum voltage, at some point, large than the historical input maximum voltage or small
than the minimum voltage, the new extremum voltage will ‘wipe out’ the historical
extremum value and the corresponding trajectory. The wiped out value do not affect
the output stroke after this time. A minor-loop is the closed loop in the input-output
plane when the input cycles between two extrema. The minor-loop congruence prop-
erty states that all the comparable minor loops are identical in shapes.

The Preisach model can describe the hysteresis nonlinearity of piezo actuator eas-
ily. However, in formula (1), there is a double integral, which is difficult for comput-
ing. Meanwhile, the weighing function u(a, f) should calculate the second order
derivative of the experimental data, which is not propitious for computer realization.
According to reference [4], the following two equations provide the explicit numeri-
cal forms of Preisach model.

When u(?) is ascending,

2= [x(ey. B,) — x(ey. BOV+ x(u(0), B,.,) @

k=1

when u(?) is descending,
n—1
x(1) =Y [x(, ) — X B+ [x(@,. B, ) — x(er,, u(1))] 3)
k=1

Where x(ay,fx.1), X(ax,fy), are past input extrema which affect the output.

3 Modeling Hysteresis Based on Neural Networks

3.1 Description of Hysteresis

Figure 2 shows the generation of multi-loop hysteresis. (1) Input voltage u(¢) rise
form O to u(b) and the corresponding change of stroke is from O to f(b); (2) The volt-
age u(?) fall from u(b) to u(c) and the stroke is from f{(b) to f(c) correspondingly. Ac-
cording to Preisach model, the minimum a at curve ab affect the output stroke of ab,
and the maximum b at curve bc affect the output stroke of bc. (3) u(¢) rise form u(c) to
u(d) and the stroke is from f{c) to f{d). b and d are coincidence point and constitute a
closed loop according to minor-loop congruence property. ¢ is the minimum at cd and
affect the its output stroke. (4) The input voltage is rising to u(e) and the correspond-
ing stroke is coincidence with main loop at f{(d) and rise to f(e). Then the influencing
factor of output stroke is a rather than e according to wiping-out property. (5) Stroke
fall from f(e) to O when the voltage is from u(e) to 0 and the affect point change to e.
The extreme point affect the output stroke vary along with u(f) and generate the hys-
teresis loop.

In voltage-stroke plane, the extreme points that affect the output stroke are called
turning points. Therefore, the turning point of curve ab and ade is a, bc is b, cd is c,
eaise.
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Fig. 2. Generation of multi-loop hysteresis

In order to simplify the measurement, we firstly divide the voltage range from O to
saturation a4 into n equal parts in practical applications. Traversing all the up and
down trajectory passing each equidistributed point, we obtain a Preisach function
table. If the voltage is at the equidistributed points, x(a, ) can be obtained by lookup
table, otherwise, x(a, ff) can be calculated by bilinear interpolation that make use of
four nearest value in Preisach function table. Therefore, for any sequence of the con-
trol voltage, the output stroke of a piezo actuator can be predicted by Preisach
model [10].

According the method above, we must divide the input voltage equally and excite
piezo actuator with special sequence. In addition, the voltage accurate at equidistrib-
uted point will affect the precision of stroke. Interpolation will bring error when the
voltage is not among the equidistributed points. The equidistributed point should be
large if we want to improve the prediction accuracy, this greatly increase the com-
plexity of experiment process. This paper employs the neural networks to model the
piezo actuator hysteresis. The input is random voltage instead of special sequence and
record the output stroke, which eliminate the voltage error at equidistributed point.
There we make use of the neural network’s ability of approximate any continuous
function with any degree of accuracy to predict the output stroke.

3.2 Modeling Hysteresis Based on Neural Network

Neural networks are interconnected by mass of processing unit (neurons). An artifi-
cial neural network is proposed based on the study of modern neuroscience to simu-
late the brain function. BP neural network, has strong nonlinear mapping ability and
better generalization ability in those neural networks, are widely used many
fields [11].

Current output stroke of piezo actuator has relation to current input voltage and the
recent historical turning point. Then the input sequence voltage [u(f),u,,(f)x(u,(1))]
was expanded to a vector group. Where, u(?) is input voltage at time ¢, u,,(f) is input
voltage at nearest turning point and x(u,,(?)) is its corresponding stroke.

Therefore, a model based on BP neural networks is build, the input of the model
are current exciting voltage, historical voltage at nearest turning point and its corre-
sponding stroke and the output is piezo actuator’s stroke. Topologic structure is
shown in figure 3, the network is constituted by input layer, output layer and two
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hidden layer. Each hidden layer has five neurons, and the transfer function is sigmoid
function. The train method of the BP neural networks is Bayesian normalization [12].

Input layer Hidden layer 1 Hidden layer 1 Output layer

Fig. 3. Topologic structure of BP neural network

4 Simulation and Experiment

The WTDS0808055 type piezo actuator made by CETC NO.26 RESEARCH INSTI-
TUTE is adapted to verify the hysteresis model base on BP neural networks. The
driving voltage of the piezo actuator ranges from 0 to 300V and the maximum stroke
is 39.95um.
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Fig. 4. Approximation of the model



Modeling Hysteresis in Piezo Actuator Based on Neural Networks 295

£
2
2
g
7]

0 10 20 30 40 50 60 70 80 90 100

(a) piezo actuator output

E
©
S
2

0 10 20 30 40 50 60 70 80 90 100

(b) BP neural networks prediction

£
=
=
2
£

0 10 20 30 40 50 60 70 80 90 100

(c) bilinear interpolation prediction

g
2
£
£

(d) error of prediction

1. neural networks model 2. bilinear interpolation

Fig. 5. Prediction error of the model

Input voltage sequence is random signal vary from O to 300V and record the corre-
sponding output stroke. Meanwhile, the turning point was calculated. Those are train-
ing data of BP neural networks shown in figure 3. Figure 4 shows the approximation
of the model, the maximum error is 0.4673 and the standard deviation is 0.1748.

In order to verify the generalization ability and validation of model, a new 100
random voltage is used to excite the piezo actuator and the output stroke is recorded.
Meanwhile, the prediction of neural networks model compare with the bilinear inter-
polation’s prediction. Where, the equidistributed point n is 20, i.e. the Preisach func-
tion table should be fill two hundred data in bilinear interpolation experiment.
Figure 5 shows the piezo actuator’s output and the model’s prediction. The maximum
error is 0.8522 and the standard deviation is 0.4736 with neural networks while the
bilinear interpolation is 1.3034 and 0.5873, separately. Results of experiments show
that the BP neural networks model has some advantages in bringing down the piezo
actuator’s output hysteresis error.

5 Conclusions

The prediction accuracy of classical Preisach model could be improved only by mass
experiments for measuring hysteresis and the stroke not among the equidistributed
points is calculated by interpolation. That is why the classical Preisach model has low
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accuracy and is difficult to apply to online control. This paper establish a neural net-
works model based on classical Preisach model and study on the identification and
prediction of piezo actuator’s hysteresis. Finally, the output of model is verified by
the stroke of piezo actuator and the prediction of bilinear interpolation. Results of
experiments show that the BP neural networks model can improve the accuracy of
prediction effectively and overcome the shortcoming of classical Preisach model
which improve the prediction accuracy only by enlarge the number of equidistributed
point. What's more, the model can exactly describe the hysteresis of piezo actuator
and has the better generalization ability.
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Abstract. Grey neural network is an innovative intelligent computing approach
combing grey system model and neural network, which makes full use of the
similarities and complementarity between grey system model and neural
network to settle the disadvantage of applying Grey model and Neural Network
separately. Some optimization algorithms such as genetic algorithm are also
employed to modeling and optimizaion of grey neural network. Many typical
grey neural work models such as GNNM(1,1),GRBF,DGRBF, GA-GRBF and
so on are proposed and applied in this paper. A lot of comparative experimental
results show that grey neural network models are capable of predicting a small
sample of data accurately, easily and conveniently. The key technologies,
research hotspots, difficulties and further development of grey neural network
are discussed in this paper.

1 Introduction

It is a critical problem nowadays to study on information, especially the expression
and process of uncertain information. The first uncertainty is randomicity which is
studied deeply, forms probability, statistic, and information theory and is applied in a
wide range. We all know that the fuzzy mathematics built by L.A.Zadeh is the tool to
process fuzzy information. Professor Deng Ju-Long in the early 80" established Grey
system theory in which the research object is uncertain system with small sample and
poor data information with the characteristic of having some known and some un-
known information. This system is to process the known information with some
methods such as renewing, developing and analyzing to get valuable and regular in-
formation for correct description and effective controlling. Professor Liu Kaidi
enhanced grey mathematic method by some theories such as grey set and grey num-
ber'. Randomicity, fuzzy, and grey are the uncertainty acknowledged by scholars
over the world and are applied in industry and research.

The grey model has some advantages such as required small samples, need not to
consider the distribution law and trend, easy to modeling and computing. But it has
some disadvantages like lack of the ability of self-learning, self-organize, and self-
adaptive, weak in processing nonlinear information, without taking the feedback ad-
justment of error in the process of modeling of feedback correction into consideration,
and low accuracy. And as we all know that the neural network has strong capacity of
processing information. But it has some disadvantages such as without taking some
information with certainty as instructing information as a black box, need a large
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amount of learning sample, and ignore some information characteristics of some in-
formation with uncertainty and the applications of some information with certainty.
Therefore, the grey models’ characteristics such as poor information, modeling easily,
and weak in nonlinear processing and neural networks’ characteristics such as large
amount of sample, nonlinear processing ability, and learning ability compliment and
enhance organic with each other. In the real world, the problem, which cannot solve
just by neural network, with incomplete information and lack of learning samples is
wide spread. Therefore we take the advantages of both to build high-performance
neural network model”’.

2 Fusion of Neural Network and Grey System

Because the way of presenting information of neural network and grey model has
some in common, they can be fused. The neural network can proximate certain value
in certain precision, but it fluctuates for the existence of some error. We can use u(x)
to represent, where x is to represent the expect output. Moreover, according to the
definition of grey number in the grey system theory, we can get that the output of BP
network is a grey number. Therefore, the neural network itself has some grey content.
So, we can use grey system theory to analyze neural network, and can research
grey system through neural network. Research of Fusion of Grey system and
Neural network

(1) Simple combination of neural network and grey system

In complex system, we can use grey system method and neural network at the same
time, which is to use grey system method to process the part with obvious grey char-
acteristic and without distributed parallel computation, and to use neural network to
process the part without grey characteristics and a kind of like black box. In this
method, neural network and grey system have indirect connection.

(2) Series Combination

In this method, grey model and neural network combine in series way, which is the
output of one of them is the input of the other of them, to predict fault-tolerant analy-
sis of complicated system.

(3) Enhance grey system with neural network

Grey system modeling is aim at constructing differential equation. Because the empty
set in information time zone (where has no information time zone), we can construct
the approximate and partly uncertain differential equation through the conditions of
approximate differential equation. But, practically, it is very hard to use grey differen-
tial equation directly. Therefore, we need whitening the grey differential equation. We
consider parameters of grey differential equation when we construct BP network, and
make them in the network. The BP network is trained by the sample abstracted from
grey system. When BP network is convergence, we can abstract whitening parameters
of grey differential equation to get certain accuracy to obtain the continuous modeling.

(4) Grey system assists in constructing neural network
For the grey system’s structure of information including certain information and un-
certain information, when we use neural network to solve grey system, the certain
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information can be used to construct neural network and improve the learning method
of neural network.

(5) Completely fusion of neural network and grey system
The complete fusion of neural network and grey system is grey neural network which
apply difference methods to different neural network.

(DHopfield network : The grey information is used to construct grey neural, and
the certain information is used to construct general neural. And the network construc-
tion method and energy function are improved according to the characteristics of grey
system.

(@BP network : Based on general BP network, according to the grey system dy-
namics and its certain information, we add a grey level before to process the input
information grey, and add a whitening level after to process the output information of
grey to get certain result 13141

3 Grey Neural Computing Model

3.1 Modeling Method of Grey Neural Network

The fusion of grey system and neural network has 3 categories which is series type,
parallel type and embed type. Series type neural network is to process information by
grey model and neural network separately, and then combine all the result. Parallel
type is to combine the result of several grey computing modeling by neural network.
Embedded type is to add a grey level and whitening level to the input and output
separately. The grey neural network whitening grey differential equation is an exam-
ple of the embedded type. Therefore, we study on different grey model and different
neural network, and combine by different way to satisfy different requirement. BP
network model is an example of the embedded fusion.

Based on general neural network, according to the grey system dynamics and its
certain information, we add a grey level before to process the input information grey,
and add a whitening level after to process the output information of grey. We research
on the structure of neural network, the dynamics of grey system, and the certain in-
formation’s influence to the number of hidden node, and to find some rule in it. We
mainly build 6 grey BP neural network model, that is GNNM(1, 1), GNNM(2, 1),
GNNM (1, 2) , GNNM (1, 3) , GNNM (1, 4) and DNNM (1, 4) which
define the processing and computation method of 1-dimension or n-dimension grey
problem. First two concentrate on modeling of 1-dimsion grey problem and the others
concentrate on modeling of 2-dimension, 3-dimension, and 4-dimension grey prob-
lem. The object which these model serve have different main parameters!'®'l.

3.2 Application of Grey Neural Network Prediction Model

Nowadays, Grey neural network is widely used in prediction. Chen Shuyan use series
type, parallel type and embed type grey neural network model to predict the traffic
flow of jing-shi express way, and the accuracy and the result of prediction is pretty
good, better then signal prediction model. The result of the experiment indicates the
grey neural network can improve the accuracy of prediction and it can be use to



300 J. Yuan et al.

predict traffic flow. Gao Wei, Fan Wei propose the method of combine grey GM(1,1)
and series type neural network to build prediction model of grey neural network to
predict displacement of landslide. The author used the grey neural network to find the
relationship of the prediction value and measured value to modify prediction value of
grey system. This prediction model has high accuracy, need fewer sample, effective,
and has great future in landslide prediction. Ruan Ping, Gu Yihua proposed combine
prediction model of multi-parameter neural network to predict power load and to
build optimized combination. The result of their computation indicates the method
proposed take power load and several factors into consideration to improve the pre-
diction accuracy. Some other scholars combine grey prediction and neural network to
propose a new method to predict macro economic index. Zhong Luo Yuan jingling
proposed grey RBF prediction model to predict wind’s response time-history, and
obtain very good accuracy®.

3.2.1 GRBF Prediction Model™

In many engineering projects, because of the limitations on the tools of measurement
and methods used for computation and analysis, data gathering is always a tough task.
In some previous models, such as GM(0, N), a linear static model, could not accu-
rately predict when connections between dependent and independent variables involv-
ing nonlinear relationships or the relationship is unknown; the RBF, which also has an
obvious drawback that the precision and stability of the model are highly dependent
on the volume of sample data, so when sample data are relatively small, the results
always are not acceptable in precision and thus has little value on this issue. In an
attempt to solve this problem, a new GRBF (Grey Radial Basis Function) prediction
model, which combines the character of accurate prediction with a small volume of
sample data of GM (0, N) and advantage of rapid convergent speed for nonlinear
functions of RBF Neural Networks, is proposed. Therefore, we should do 1-AGO
(once Accumulated Generating Operation) to the samples in the first step of building
GM(O0, N), so as to increase the linear characters and reduce the randomicity of origi-
nal samples. Then train the accumulated samples with RBF, and the resulting function
is our wanted GM(0, N). Finally use the GM(0, N) to predict unknown values, and
perform IAGO (Inverse Accumulated Generating Operation) to generate the final
predicted values. The whole process described above is then the GRBF model intro-
duced in this paper. The model fully takes advantages of RBF and GM(0, N), and rids
off the drawbacks of them, achieves the goal of effective and accurate. The details are
showed in reference 2.

The new combination prediction model has been applied in the Intelligent Health
Monitoring System for Large-Scale Roof Lattice Structure of Shenzhen Civil Center
successfully and proved to be an easy, convenient and accurate method. The follow-
ing figure shows the performance of GRBF. From the figure, one can see that the
predicted values from RBF have the largest relative error for the reason that it re-
quires large volume of samples; predicted values from GM (0, N) are then fairly close
to the actual values, with average relative error of 6.7809%; finally the predicted
values from GRBF have the highest accuracy, with some points almost overlapped the
actual values and the average relative error is 3.4628%. Therefore, we can conclude
that the new GRBF Prediction works effectively and has the highest prediction accu-
racy of 96.5372%.
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3.2.2 DGRBF Prediction Model”!

The dynamic Gray Radial Basis Function (DGRBF) prediction model is the im-
provement of traditional dynamic grey prediction model GM (1,1). It gives the dy-
namic algorithm of acquiring optimized initial conditions and identifying parameters
like metabolism, and then the model combines the characters of RBF Neural Net-
works, and therefore has the ability of dynamic prediction on small volume of sam-
ples. The DGRBF prediction model has been also applied in the Intelligent Health
Monitoring System for Large-Scale Roof Lattice Structure of Shenzhen Civil Center
successfully, and the experiment results demonstrate that model and its intelligent
optimizing algorithm are capable of predicting in a long term and the desired data
could be acquired accurately, easily and conveniently. The structure of DGRBF
showed in figure 2, RBF is just like the compensator of errors. The details showed in
reference 3.
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Fig. 2. The structure of DGRBF Model
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Fig. 3. Prediction comparison among RBF, GM(1,1), DGRBF and actual values

The following figure shows the DGRBF with a real application and compare it
with RBF and GM(1,1). It shows the curves of DGRBF, RBF, traditional GM(1,1)
and the actual values. Obviously, the black curve is the closest to the green one,
which also means that the predicted values of DGRBF, whose average error is 3.58%,
are the closest to the actual values. And the RBF has the largest error due to the rea-
son that the volume of samples is too small.

3.3 Whitening Method of Neural Network with Grey System"*%!

Using Neural network to abstract grey model parameter and whitening parameter of
grey differential equation of grey system to make up the disadvantages of grey system
in the process of whitening. According to the structure of grey differential equation,
characteristics of parameters and the certain information of grey problem, the grey
neural network is constructed. Research on how to use the parameters of grey differ-
ential equation is one part of grey neural network, which is to abstract training sample
from the known data and some data after modification to train neural network. How-
ever, grey neural network in the stable state and can abstract the parameter after whit-
ening to get grey differential equation after whitening which is a certain differential
equation. We find the relationship of parameter in grey differential equation with the
weight and threshold of neural network by mapping, and can get the weight and
threshold of neural network after training to whitening parameters of grey differential
equation, and study on structure and relative algorithm of the neural network which
apply whitening on grey differential equation. Zhong Luo whiten the parameters of
grey differential equation through BP neural network and obtain pretty good result.
The details showed in reference 13,14.
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4 The Optimization of Grey Neural Computation Model

The optimization of grey neural computation model is a difficulty of the research of
grey neural computation model, which has not been researched deeply. Nowadays
research is limited to the optimization of neural network itself, without any
optimization of grey neural computation model. Therefore, we consider we should
research from three aspects as follows:

(1) Analyze the key parameters of neural network and grey system deeply. On one
hand, we introduce intelligent algorithms (such as genetic algorithm, simulated
annealing algorithm and so on) to optimize the center parameter of neural network,
and train the weight to get the undetermined parameters; on the other hand, we
optimize the parameter of grey system by proper algorithms. Then we can combine
neural network and grey system model to improve the accuracy and practicability of
grey neural network model.

For example, when combining grey system with RBF neural network local optimi-
zation and convergence problems still exist, so genetic algorithm is introduced to
assist the modeling of grey neural network. Firstly, genetic algorithm is employed to
solve the parameters of improved GM(1,1) with Lagrange’s Mean Value Theorem,
and then RBF neural network is parallel connected to compensate errors. A new dy-
namic prediction model integrating genetic algorithm and grey RBF, for short
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GA-GRBF is proposed. This new model with preferable structure and parameters is
applied to simulation and analysis of time-displacement data of wind response. The
comparative experiment results show that this model is capable of predicting a small
sample of data accurately, easily and conveniently. The figure 4 mainly compare
traditional GM(1,1), Genetic Algorithm Optimized Metabolic GM(1,1)and GA-
GRBF. Obviously, GA-GRBF is also capable of predicting the latter values.

(2) We research the neural network technology and characteristics of grey system
deeply, mainly focus on the network structure of grey neural computation model (such
as introducing the structure risk function of support vector machine, optimizing grey
neural network predication model), to raise the performance of grey neural computa-
tion model (including computation speed, computation accuracy and so on).

(3)Since we use grey nerve cell, characteristics of grey system and definite infor-
mation of grey problems, the learning method of grey neural computation is different
from that of the traditional neural network, and we should research several learning
methods adapting to different grey neural computation.

5 Conclusion

Grey neural computation model is a kind of computation model based on analysis of
characterics of grey system and neural network, combining two technologies
organically. It makes full use of the existing similarity of these two technologies on
information performance and the existing complementarity on model characteristics,
and it can make up the disadvantage of soly using grey model or neural network to
solve problems. Meanwhile, using neural network to whiten the parameter of grey
differencial equations can make up the disadvantage of grey system in whitening
parameters. Grey neural network predication model has a pretty extensive application,
whose result is quite perfect. This model provides novel thought and effective method
for the expression of undetermined information and complicated problems modeling.
However, the optimization of grey neural computation model has not been researched
deeply, and the analysis method of grey neural computaion performance is expected.
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Abstract. A multiple-model modeling method has been proposed for
soft-sensing in a complex non-linear biochemical process for years. In this study,
a multi-fuzzy-neural network model (MFNN), which is combined by multi-
ple-model modeling method based on neural network and fuzzy c-means clus-
tering algorithm (FCM), is presented to estimate the biomass concentration in
fermentation process. Low dimensional sample data is achieved through prin-
cipal component analysis (PCA). FCM is used for the analysis of the distribution
of principal data and grouping them into overlapping clusters with different
membership degrees. Then, a soft-sensing model is developed using multi-
fuzzy-neural network to fit the different hierarchic property of the process. The
biomass concentration is estimated by computing the sum of outputs of local
models weighed by the corresponding degrees of membership. The model is
applied to an erythromycin fermentation process, and case studies show that the
approach has better performance compared to the conventional global model.

Keywords: soft-sensing, fuzzy c-mean clustering algorithm, neural network,
fermentation.

1 Introduction

Over the last two decades, there has been a widespread development of biotechno-
logical processes for industrial production and biotransformation. However, this de-
velopment has been hampered by some important obstacles. A key obstacle is the lack
of on-line sensors for key fermentation variables such as biomass and substrate con-
centrations [1]. The question of bioprocess control is how to monitor such concentra-
tions in a reliable and low cost method [2]. To overcome this obstacle, a “software
sensor” model has been proposed for fermentation systems [3]. Soft sensors are
mathematical algorithms that unmeasured variables can be estimated from measured
variables.

There are many different techniques for on-line estimation proposed in fed-batch
reactors. Extensive reviews have been presented [4]. These techniques are based on
either an empirical or mechanistic model of the fermentation process. However, in
these methods, the functional form of the data-fitting model must be known in advance.
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Recently, the use of artificial neural networks (ANN) in modeling, identification and
estimation of bioprocesses has been investigated by many researchers [5] [6] [7] [8],
most of these works deal with the neural network as black-box models in the process.
However, ANN-based model is based on the principle of empirical risk minimization
(ERM), so the model based on ANN of nonlinear objects can’t have good Robustness
and Precision. In order to improve the model’s Robustness and Precision, a new
method that adding some models together was proposed by Bates and Granger in 1969.
The method is to build some NN models respectively, then combine the outputs of the
local models together to improve the model’s Robustness.

With the inspiration of the multiple-model modeling method, a new method for
soft-sensing modeling by clustering algorithm is presented. Bakker [9] [10] presented
model clustering algorithm based on deterministic annealing, and the algorithm was
applied to ensemble learning of neural network models. Giacinto [11] presented an
algorithm for choosing individual neural networks based on clustering technique in
ensemble learning. In this study, a new method for soft-sensing model is presented to
solve the difficulties of the on-line measurement of biomass concentration in the
erythromycin fermentation process. This proposed approach, MFNN model, is com-
posed of three sub-networks: layer of feature extraction with PCA, fuzzy classifier with
FCM and neural networks. Features of training data are extracted using PCA [12], the
secondary variables are determined using PCA. After that, FCM is used for the analysis
of the distribution of data and grouping them into overlapping clusters with different
membership values and neural network is used for developing an optimal local model
over each cluster. Finally, the estimation is implemented by computing the sum of the
local models weighted by the corresponding membership degrees. The data collected
from the erythromycin fermentation process are used to evaluate the effectiveness of
the soft-sensing model, and the results show that the approach has better generalization
ability and accuracy of estimation in fermentation process.

2 Material and Methods

For estimation of the concentration of biomass, different solutions were presented in
the literature, such as the ANN model, self organizing map and some statistical analysis
method. Fuzzy self-organizing layer, PCA and artificial neural network are combined
to build a new model, named as the MFNN model, and then compare this technique
with the conventional global model.

Low dimensional sample data are achieved by way of original data compression
through principal component analysis (PCA), the outputs of PCA formed the input vec-
tors to FCM, which is used to classified the input vector x into sets with different mem-
bership degrees. The overlapping clusters of the data space are more precise. The output
data vectors of FCM are the input vector to every local neural network respectively.

2.1 Fuzzy c-Means Clustering Algorithms for Data Classification

Clustering, considered the most important unsupervised learning problem, which can
discover intrinsic structures in a collection of unlabeled data and extract new knowl-
edge from given data. There are many fuzzy clustering methods being introduced [13].
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Fuzzy c-means clustering algorithm which proposed by Bezdek in 1981 is a variation
of the popular k-means clustering algorithm, in which a degree of membership of
cluster is incorporated for each data point [14]. The centroids of the clusters are com-
puted based on the degrees of membership as well as data points.

For a set of unlabeled data

X ={x, - xy}. x =[x, x,] (=12,...,N),

Where
N is the number of data points,
k is the number of input variables.

Its constrained fuzzy c-partition can be described as follows: Given the membership
function of the ith(i=1,..., N ) vectorto the jth( j=1,...,C) cluster is denoted

as i4;; . The membership values are often constrained as
C N
VZ,Z;UU‘ ZI;Vl’J7ILlije[O’1];VJ7Zﬂlj >0. (1)
j=l i=1
Then the quality of clustering can be measured by the objective function

N C
VURSEDIDI

i=l j=1

2
xi—ij . 2)

Where V = {VI’V2’~ . .,vc} is the vector of cluster centers and m is the weighting

exponent. FCM can be summarized in the following steps:
Step 1: Determine the number of cluster, c and m-value (let m=2), given converging

error, £ > 0 (such as & =0.001), appropriately choose the initial membership ma-

rixU'?.
Step 2: Calculate the cluster centers V

N N
vl = () X 1Y ()" 3)
k=1 i=1

Step 3: Update the membership matrix U
C
141 2/(m-1 .
w =113 (dy 1d, )" Vi Nk dy =[x —v,|. @)
j=l

Step 4: Calculate the J, (U,V).

Step 5: Increment [ ; until

HJ<1+1) iy 0
m

m

<E€. (5)
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Fig. 1. Partition of training and testing data

Partitioned data are then used for the design of the individual neural networks. The
partition of training and testing data is schematically visualized in Fig. 1. The partition
of the training data is accomplished through phases (1)—(3) (Fig. 1). The way in which
the testing data are processed on a basis of the previously constructed cluster centers is
displayed in phase (5). Finally, the testing data set is partitioned as visualized by (6) in
Fig. 1.

2.2 Multiple-Model Modeling Based on FCM (FMM)

Conventional data-based modeling methods focused on global approaches, such as
neural networks, fuzzy set methods, and some other kinds of parametric models.
However, when dealing with large data sets from industrial processes, traditional ap-
proaches become difficult on determination and optimization of efficient model
structure. On the other hand, the ideal of multiple-model modeling is an approach that
represents a nonlinear system with a set of simple local models in certain domains.
FMM model is established by combining multiple-model modeling method based on
ANN and fuzzy c-means clustering algorithm (FCM). At first, relevant sample data in
each domain is clustered by FCM, then a local model is modeled based on relevant
sample data in each domain, the output of the model is calculated by the local models at
the final.
Considering of sample data of a MISO system can be expressed as:
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D={r,X/]i=12,...,m]
Where
Y= {yi|i =12,... ,n} is the output matrix,

n is the number of sample data,
m is the number of input variables.

{X, = [‘xli"XZi"""xmi]T’i =1,2,...,m}, where X, are the sample data of i input
variables. If D is divided into ¢ clusters, such as {D,,D,,...,D.}.We can build ¢
local models {M |, M,,...,M .} from the local sets {Di|i =1,2,...,C}, the outputs
of local models are f,,i =1,2,...,C , i calculated by FCM are the membership

degrees of sample dates to cluster 1,2,...,c respectively. The architecture of FMM is

shown in Fig.2.
Y
» z «
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Ml M2 DY MC
D] D2 DC
FCM clustering
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Fig. 2. Architecture of FMM

3 Model of Multi-fuzzy-neural Network (MFNN)

The architecture of the MFNN is based on a comprehensive and efficient framework of
information classification produced with the aid of FCM and comes in the form of the
fuzzy granulation formed throughout the partition of the space of input variables of
each local NN. More specifically, we develop individual NNs on the basis of some
clusters of data being constructed through FCM. The number of the clusters corre-
sponds to the number of the models (NN structures). The functional details are outlined
in Fig. 3. Noticeably, the flow of processing involves a fundamental decision as to the
number of clusters (local models), its realization through the partition of the spaces,
detailed design of the local models.
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Fig. 3. Architecture of MFNN model

4 Soft-Sensing Model Based on MFNN

It is a typical modeling method to build a global soft-sensing model using ANN in the
fermentation process [15]. However, the development of the model using a global
approximation to estimate the biomass concentration would complicate the network
and limit the accuracy of estimation due to the apparent differences about biomass
concentration in different period of fermentation process.

The proposed soft-sensing model using the methods introduced in section 2 and
section 3. At first, the data from the experiment of erythromycin fermentation process is
preliminary analyzed with PCA, so the large multivariate data with highly correlated
and noisy measurements can be compressed into a lower dimension space that contains
most of the variance of the original matrix. The principal variables used as secondary
variables to estimate the biomass concentration. Secondly, the number of clusters and
some parameters in FCM are determined by priori knowledge, the sample data can be
divided into four clusters for the analysis of the regulation of microbial growth in
fermentation process. The variations of the microbial growth speed are relatively slow
at the beginning, and then increase at the growth period, keep a relatively high speed at
the intermediate period, drop a small range because of the inhibitors at the final. After
the determination of the number of clusters, the soft-sensing model based on FMM can
be modeled. The architecture of soft-sensing model is shown in Fig.4. Outputs of NNi

NNI1
Secondary Primary
variables NN2 variables
NN3
NN4

Fig. 4. Architecture of soft-sensing model
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(i=1,2,3,4) are f£,(i =1,2,3,4) , and they are constrained by Eq. (1), so the following
disposal is done.

4
=1 1 =1234). 6)

J=1

The output of the model is calculated as follows.

4
X=X, )

5 Case Study

All of the data used come from the experiment of erythromycin fermentation process.
The whole erythromycin fermentation process lasts about seven days. In this work,
about two hundreds points of raw data have been collected with physical sensors while
the concentration of biomass is obtained by using off-line analyzers every six hours.
The sample data can be classified into two parts: training data and test data. The batches
1-7 are used as training data sets, another three batches are used as test data sets. There
are fifteen state variables in erythromycin fermentation. After the selection with PCA
algorithm, the secondary variables such as temperature, PH, the relative pressure,
agitator rotate speed and the biomass concentration at times t-1, dissolved oxygen as
input variables are remained, the output variable of the model is biomass concentration.
The structure of the each local neural network model is 6x10x1, and the hidden layer
and output layer function of each neural network are sigmoid and linear function. The
Levenberg-Marquardt back propagation (BP) algorithm is adopted to train the local
models due to its faster convergence and memory efficiency. Three batches as test data
are used to test the soft-sensing model, the test result is shown in Fg.5.

Biomass concentration(g/l)

— Estimated value
5 *  Actual value -
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Fig. 5. Simulation of biomass prediction by the proposed soft-sensing model based on MFNN
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Fig. 6. Simulation of biomass prediction by the global model

Table 1. Testing errors of the two models

The MFNN Model Global Model
Test sets
MRE MES MRE MES
Sample 1 1.276% 0.1512 2.888% 0.4785
Sample 2 1.647% 0.2490 3.383% 0.5431
Sample 3 0.724% 0.1155 3.447% 0.5441

Mean square error (MSE) and maximum relative error (MRE) have been used as the
accuracy of estimation to describe the effectiveness of the model prediction [16]. They
are defined as:

(®)

&)

Where
N is the number of sample data pairs,
Y, is the measured value of biomass,

)Ali is the corresponding estimated value predicted by the proposed model.

The outputs of the proposed model and a global soft-sensing model are compared to explain
the performance of the soft-sensing model based on MFNN. The test result of global model
is shown in Fig.6, and testing errors of the two models are listed in Tbl.1 (MSE, MRE).

The simulation results and the comparison of testing errors of the two models show
that the approach proposed has better generalization ability. The accuracy of estimation
of the soft-sensing model based on MFNN is improved in fermentation process.
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6 Conclusions

A soft-sensing model based on MFNN is investigated to predict biomass concentration
in erythromycin fermentation process. Relevant sample data in each domain are clus-
tered by FCM, a local neural network model is modeled based on the relevant sample
data in each domain. The proposed modeling method eliminates the need to train a
large number of sample data at a time. The suitable topology of the soft-sensing model
is evaluated via experimental data. From the results obtained in simulations, it can be
concluded that the performance of the model established in this paper has indeed been
improved to evaluate the on-line measurement of biomass concentration in the fer-
mentation processes.
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Abstract. When we manipulate high dimensional data with Elman neural net-
work, many characteristic variables provide enough information, but too many
network inputs go against designing of the hidden-layer of the network and take
up plenty of storage space as well as computing time, and in the process inter-
fere the convergence of the training network, even influence the the accuracy of
recognition finally. PCA,which is short for principal component analysis is a
multivariate analysis method which transforms many characteristic variables to
few synthetic variables. Not only can it eliminate relationship among character-
istic variables but new variables can also hold most information of the original
ones as well. In this paper we make full use of the advantages of PCA and the
properties of Elman neural network structures to establish PCA-Elman based
on PCA. The new algorithm reduces dimensions of the high dimensional data
by PCA, and carry on network training and simulation with low dimensional
data that we get, which obviously simplifies the network structure, and in the
process, improves the training speed and generalization capacity of the Elman
neural network. We prove the effectiveness of the new algorithm by case analy-
sis. The algorithm improves the efficiency in network problems solving and is
worth further generalizing.

Keywords: Elman neural network, PCA, PCA-Elman algorithm.

1 Introduction

Artificial Neural Network (ANNhas the ability of large scale computing and has
unique advantages when dealing with nonlinear high dimensional data[1]. Elman neu-
ral network is a kind of feedback neural network, that is to add a connecting layer to
the hidden layer of feed-forward network as time delay operator so as to memorize and
therefore, makes the system have the characteristic of time-varying and have stronger
global stability[2]. When dealing with high dimensional data, useful information can
be overwhelmed by large quantities of redundant data and relevant redundant informa-
tion may take up much storage space and may be time consuming. What is more, too
many characteristic inputs make the network structure complicated and therefore make
training process time consuming and labour consuming, which harms the convergence
of the network, and influence the accuracy of recognintion eventually. It is necessary to
carry on pre-processing to the raw data of the problems of the Elman neural network
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which need to be sovled. It is also necessary to analyze and extract useful characteris-
tics of variables from large quantities of data and eliminate the influence of relevant
and repeated factors, so as to reduce as many feature dimensions of the samples as
possible without affecting solving the problems. The purpose is to simplify the struc-
ture of Elman neural network, improve training speed of the network, convergence and
generalization capacity.

Combining dimension reduction of the high dimensional data with neural network
organically is one of the hot spots in neural network algorithm improvement, which
has made remarkable achievements. ES Gopi extracted characteristics of forged image
by independent component analysis and identificate forged image by NN[3]. C Mel-
chiorre carried on sensitivity analysis of landslide by combining clustering analysis
with ANN, classified samples through distance measurement and in the process elimi-
nated influence of relevant factors choosing significant classes so as to improve fore-
casting capacity of nueral network[4]. E Lewis and his staff analyze complex spectrum
and time resolved measurements and determine the quality of the food[5] with the
combination of PCA and neural network. But application of this kind is not common in
Elman neural network, people like Yan Weiguo proposed a method of modeling based
on PCA and Elman network to evaluate the quality of mechanical products [6] and
apply it in predicting mechanical properties of cold-rolled ribbed steel wires and bars.
People like Liu Boping combine PLS with Elman neural network and use near-infrared
spectroscopy technique to carry on multi-component quantitative analysis to identifi-
cate its effectiveness and so on. Practical examples mentioned above have worked well
but there is not a set of perfect algorithm theory to refer to in application.

From the feature effectiveness, PCA[8] is a method to represent the original multi-
ple avariables with several comprehensive factors and make the comprehensive fac-
tors reflect as much of the information of the original variables as possible and the
comprehensive factors do not relate to each other so as to reduce dimensions. Original
raw high dimensional data, after being reduced by PCA act as inputs of Elman neural
network to train network so as to get PCA-Elman, and to verify the feasibility of the
new algorithm theory by analysis of instances.

2 PCA-Elman Combined Neural Network Algorithm

2.1 Basic Principle of PCA

First, raw data is normalized so as to eliminate the differences of index distribution,
which can not only avoid repetition of the information but also overcome subjective
factor in weight determination, and assure the utilization quality from data head-
stream. Suppose there are p variables in the sample, namely x;, x,, ..., x, they are
integrated into p comprihensive variables by PCA analysis method, that is

Vi =X+ epxy ke X,

Yo =€ X +CppXp ot 0y, 0
yp =Cp1x1 +Cp2.x2 +"'+Cpp.xp

and they meet the following equation:
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e totog =1 (k=1,2,..,p) 2)

In which y; and y; (i% ; i, j=1, 2, ..., p) are independent, y, is a linear combination
satisfying the equations (1) which has the maximum variance of all the linear ones
with characteristic variables, x;, x,, ..., X, ¥, goes next, and deduced by analogy, y,has
the smallest variance. These comprehensive factors of y;, y,, ..., ¥, are defined respec-
tively as the first, second...pth principal components, and their variaces are
degressive.

a=> > 4 G)
i=1 i=1

We can get p nonnegative eigenvalues of the correlation matrix of the sample with
Jacobi’s method and their relation is A;>A;>...>A,>0. Select m (m<p) principal
components, and we can see the proportion of the variance of the former m principal
components taking up all of the variances can be defined as

m )4
a=0_ IO ) A3)

i=l i=1
Which approximates 1, therefore, the principal components of y, y,, ..., y,, basically
embrace information of the original variables x;, x,, ..., x,, and the number of vari-

ables has reduced from p to m, while these m variables contain the major original
information and can reduce dimensions.

2.2 Fundamental Principle of Elman Nueral Network

Topology of Elman recurrent neural network is shown in chartl, in which the topol-
ogy structure can be devided into four layers namely inpur layer, hidden layer, con-
necting layer and output layer. Connecting layer is used to memorize the output of the
former moment from the hidden layer unit and can be regarded as a one-step time
delay oprator. On the basis of the basic structure of BP neural network®, the output of
hidden layer is linked to the input of itself by the delay and storage of the output of
hidden layer, which makes it sensitive to the data in historical states. The addition of
interior feedback network increases the capability of processing dynamic information
of the network itself. Storing the interior states makes it have the function of mapping
dynamicity, and therefore makes the system have the ability to adapt to time-varying
characteristics.

Suppose there are n inputs, m outputs and r neurons in hidden layer and connecting
layer, the weight from input layer to hidden layer is w,;, while the weight between
connecting layer and hidden layer is w, and the weight from hidden layer to output
layer is ws, u(k-1) represents the inputs of the neural network, x(k) represents the
outputs of the hidden layer, x.(k) represents the outputs of the connecting layer, and
y(k) represents the outputs of neural network. Then

x(k) = f (wyx, (k) +wy (u(k—1))) @
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Fig. 1. Topology structure of Elman neural network

x. (k) =x(k—1) ®)
y(k) = g(wsx(k)) 6)

In which f represents the transfer function of hidden layer. S type function is com-
monly used and can be defined as

f=1+e™)" %

g is the transfer function of the output layer and it is usually a linear function.
Elman network uses BP algorithm to modigy the weight values and the error of the
network is:

E=Y"(t, =y’ ®)
k=1

In which ¢, is the output vectors of the object.

2.3 Elman Neural Network Algorithm Based on PCA

When we use Elman neural network to deal with high dimensional data samples, too
many network inputs cause a problem to the number of neurons in hidden layer and in
the meantime can influence the network training, and influence identification preci-
sion in the process. If we reduce the dimensions of the raw data by PCA, so as to
reduce the number of inputs, the designing of hidden layer will be more convenient
and the network structure will be more simple. Let us establish PCA-Elman algorithm
based on PCA (PCA-Elman algorithm) , the process of the algorithm is shown in
chart2. High dimensional data samples can be reduced to low dimensional samples by
PCA. The samples can be devided as training samples and simulation samples accord-
ing to the need of the problem, and then training of the network and simulating and
testing are carried on.
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Fig. 2. Proceedure of PCA- Elman algorithm

Basic steps of PCA-Elman algorithm:

Step 1 Nomalize the raw data, and we get the mutual relation matrix R of the samples.
Step 2 compute the eingenvalue and eingenvector of R with Jacobi’s method.

Step 3 compute the contribution rate and cumulative contribution rate, and select the
number of principal components.

Step 4 compute the loads of principal components, get the scores of principal compo-
nents finally and new low dimensional data, which can be regarded as novel samples
ready to be dealt with.

Step 5 devide the new samples into two as training samples and simulation samples
according to the need of the problem.

Step 6 design the structure of Elman neural network according to the number of prin-
cipal components extracted and ouputs of practical problems.

Step 7 train network by using training samples, determine the number of neurons of
hidden layer in Elman neural network and all of the bottom-up weights and threshold
values.

Step 8 predict the simulation samples with trained network model.

The new algorithm improves the training speed and converge of the network by im-
proving the structure of Elman neural network, and, in the process improves the ef-
feciency in dealing with problems of the network.

3 Case Analysis
As data is known'"", we use meteorological factors to predict the occurrence degree
of wheat midge. We select 50 samples from data of 1951-2000 as research objects and
use x;-x14 to represent 14 characteristic variables(meteorological factors) of the raw
data ready to be dealt with, we also use Y to represent the occurrence degree of the
wheat midge of the exact year. We use standardization to nomalize the raw data and
still use X to represent the data we get. The system of prediction of wheat midge can
be essentially regarded as an input-output system. The transformational relations
include data fitting, fuzzy transformation and logic reasoning, which can all be ex-
pressed easily by neural network.

In order to explain the problems better, we use BP neural network, Elman neural
network and PCA-Elman algorithm here to test the problem and compare these ex-
perimental results with each other. In the experiments we select 35 samples from
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1951 to 1985 as training samples and select 15 samples from 1986 to 2000 as simula-
tion samples. We list the results in tablel.

Using MATLAB as a tool, we first establish a BP neural network with 14 neurons
in the input layer and 1 neuron in the output layer and carry on simulation of the prob-
lem. Then we establish an Elman neural network with 14 neurons in the input layer
and 1 neuron in the output layer to test it. In the process, we predict with PCA-Elman
algorithm and analyze the sample data by PCA. Exact 6 principal components from
the case, take scores of the principal components as the inputs of the network and
establish a new Elman neural network.

Table 1. Comparison of BP algorithm, Elman algorithm and PCA-Elman algorithm

Network structure Accuracy rate Training Error square
epochs sum
BP algorithm 73% 441 12.1295
Elman algorithm 87% 412 4.9897
PCA-Elman algorithm 87% 294 3.2530

Table 1 shows that the predicting precision and convergence rate of Elman neural
network are higher than those of BP network. Though information loss exists in the
developed algorithm, which is used to reduce dimensions of raw data by PCA, the
predicting precision of the new algorithm does not reduce, but the convergent steps
reduce correspondingly, which shows that raw data, whose dimensions have been
reduced, reduces the inputs of the network, that makes the designing of network more
convenient and makes the structure of the network more simple, so as to improve the
training speed of the network, showing that the improved algorithm is prior to the
traditional algorithm.

4 Conclusion

In this paper, in order to overcome the shortcomings such as difficulties in designing
hidden layers, time consuming and labor consuming when dealing with high dimen-
sional data in Elman neural network, by combining Elman network with PCA, we
propose the PCA-Elman neural network algorithm. Dimensions of raw data are re-
duced by PCA, which not only reduces data redundance but also eliminates influence
of the relative factors. Elman neural network adds feedback function to BP neural
network, is more capable in computing and has relatively better global network sta-
biligy. The new algorithm of PCA-Elman, which combines the advantages of PCA
with those of Elman organically together can fit nonlinear prediction better. The re-
sults of analysis of insances show that although information loss exists in dealing with
reducing dimensions of the raw data, the predicting precision does not reduce. The
new algorithm improves the performance of network significantly, enhances the self-
culture capabilities, speeds up the converge, saves run-time, and finally improves the
operation efficiency of the network. The results of the new algorithm is satisfying,
revealing its advantages of dealing with high dimensional data and is worth further
generalizing.
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Abstract. In the process of social economic development, water resource is in-
creasingly scarce because of unreasonable exploitation of groundwater re-
sources. It has seriously hampered the economic and social development speed
in mine area, and even caused a series of negative effects of serious environ-
mental and ecological problems. In this paper, chaos theory is used to study the
water resource system in mine area. By analyzing the phenomena of chaotic
characteristics in water resource system, regional mine water resources safety
model was constructed based on the phase space reconstruction coupled with
the neural network. Through the application of the model to forecast future wa-
ter resources consumption in Gejiu mine area, the predicted results not only
verified the validity of the model, but also found a new approach to study water
resources in mine area.

Keywords: Water resources, phase space reconstruction, chaotic neural net-
work, prediction.

1 Introduction

With the conflict between supply and demand of water resources getting worse, effi-
cient prediction and rational allocation has become the most important means to real-
ize the sustainable utilization of water resources. Gejiu tin mine, which located in
southwest of Yunnan province of China, is a super-large metallic deposit dominated
by tin and copper mineralization. In the eastern of the mine area, temporal and spatial
variation distribution of water resources is imbalanced. Acutely changing of precipita-
tion and runoff in annual and seasonal brings about many problems to development
and utilization of water resources. It causes insufficient supply water in dry season,
but difficult use in wet period and lead to flood disaster. The number of available
water resources far below the water total resources and result in water wastage.
Therefore, the development of Yunnan Tin Industry Group Company will be re-
stricted due to imbalance distribution of water resources under the situation of pro-
duction distribution adjusting and rapid economic development.

At present, semi-empirical, conceptualize or random theory mainly be used on the
study of macro and meso-scale water resources system. However, the hydrological
process in objective world is the complex phenomena intertwined various components
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of certainty and uncertainty. In recent years, research of chaos theory has made sig-
nificant progress. People have come to realize that chaos is a widespread natural phe-
nomenon and it has been gradually penetrate into many branches of science. Of
course, research in the field of water resources system is also one of new directions.

By analyzing the chaotic phenomena in water resources system, phase space recon-
struction coupled with neural network of regional mine water resources safety model
was constructed. Application of the model shows that we can predict the dynamic
development process of water resources system effectively.

2 Chaos Theory

By far, the study of the chaos by nonlinear dynamics is most systemic and stringent.
In nonlinear dynamics, a number of definitions for theories determine and scale for
actual measurement were put forward only on the consideration of perspective of
mathematics and physics. However, it has lays a foundation to the establishment and
development of chaos. Li-Yorke theorem is a greater impact and more accepted
mathematical definition of chaos.

Li Tianyan and Yorke * JA first proposed the word “chaos” in 1975. They pre-
sented the chaos of a mathematical definition in the article “cycle of 3 means that
chaos”, which has known as Li-Yorke definition in nowadays.

Li-Yorke theorem: let f(x) is continuous self-mapping on interval [a, b], if f(x) has
3 periodic points, f{x) has n periodic points to any positive integer n.

Chaos definition: let continuous self-mapping f; [—I contained in R, [ is a subin-
terval of R, if set [ is included in uncountable set S and satisfy:

(1) S contains on periodic points.
(2) If any X, X,€ S (X1#X,), we have

limsup| /' (X,) = /' (X,)] >0 1)

liminf|f'(X,) = f'(X,)| =0 @)

where, f(X)=f(f-*f(X))) represent ¢ multiple function relationship.
If any X, € S and arbitrary periodic point of f P€ I, then we have

limsup|f* (X,) = ' (P)|>0 3)

We define that fin S is chaos.

3 Phase Space Reconstruction and Chaos Neural Network Model

3.1 Phase Space Reconstruction of Chaotic Time Series

The basic idea of phase space reconstruction is that the information of system state in
time series is emerged by reconstruction technology. The study of chaotic time series
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signal processing methods focus on the perspective of dynamic system. It is different
to traditional approach that focuses on various transformations and processing of time
series. In order to obtain the information of system from time series, Pachard et al.
presented the phases pace reconstruction technology at first, then it has further devel-
oped and proved by Taken by using mathematics, and the theorem has known as the
phase space reconstruction (Takens theorem).

The n dimensional dynamic system (a group has n one order differential equations)
is given as

dx; .
_l:ﬂ(xla'."x,l) (l=]’27”"n) (4)
dt

which can be changed into an n order alignment differential equation by elimination
method

™ = Fa,x®, e, x)y
The orbit of system after changing is expressed as

X(0) =[x(0), X'(2),+, x" 7 (1)]

It describes the same dynamics problem and evolves in phase space formed by coor-

(n—

dinate x(f) adding (n—1) order derivative x' (%),...,x Y(9). Instead of this continuous
variable x(¢) and its derivative, we can consider discontinuous time series and its (n-1)

delay displacement:
x(0) ={x(0), x(2), -+, x[t + (n = D]}

Choose delay 7 as long scale study object of time series, if dynamic system exist sin-
gle state variables and it orbit evolution evolves in the phase space which formed by
time displacement coordinates, the attractor of dynamic system can be reconstructed
in a new phase space with delay coordinates which no change in its topological
feature.

In practical application, for given time series: x(t), x(t1), ..., x(%;),..., x(t,), it is usu-
ally extended to three-dimensional or higher, and this is the delay in state-space coor-
dinates reconstruction. Continuation of the above time series will become to space
phase distribution in n-dimensional space as

x(t,) x(t,) x(t,) e x(t, —(m=17) ]
x(t,+7) x(t, +7) e x(t,+7) s x(t, —(m=2)7)
x(t, +27) x(t, +27) ‘e x(t, +27) s x(t, —(m=3)7) )
x(ty—(m-D7r x(t, -(m-Dr -+ x(t;, -(m-D7 - x(t,)
X(,) X(t,) X() X&)
where 1=kAt (k=1, 2, ..., n) is delay time, and each column in the above formula

form a phase point of m-dimensional phase space. Any phase point x(t;)) has

m-dimensional components [x(#;), x(¢+1), ... , x(t-(m-1)r)]. The phase point of
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t- (m-1)t forms a contour in m-dimensional phase space, and the lines between points
descript the evolution orbit of system.

3.2 Selection of Phase Space Reconstruction Parameters

In order to construct phase space from time series, except determining m, we also
need to give proper sampling interval 7. Theoretically speaking, the selection of 7 is
nearly arbitrary. However, in actual systems, the value of 7 is determined by trying
again and again. If 7 is too small, the adjacent value x; and x;+x are close to each
other, so they can not independent, and the orbit of phase space is a straight line. Con-
trary, if 7 is too large, it makes the data point concentrate in a small area and we can
not obtain attractor’s local structure from reconstruction of the phase diagram. In the
reconstruction phase space time delay T and dimension are both important, and they
are difficult to select.

C-C method is presented by R.Eykholt and J.D.Salas in 1999. This method use
correlation integral to estimate the delay of time series and delay time window. Let Y;
is a point in phase space, then the correlation integral embedded in time series can be
definition as follows:

2
C(m,N,r,t)=—— H(r-
M(M_l)lsi;‘sM

Yi—Y./’

),r >0 (6)

where m is embedded dimension; N is series size; M=N-(m-1)t; H is Heaviside
function.

To ordinary time series, which divided into ¢ disjoint subsequences, then S(m,N,r,t)
of each subsequence is defined as:

1 N N
S(m,N.r.t)==> C(m,—.,r.0)—CI"(l,—.r.1) 7)
1o t t

Let N—oo, and choose the two corresponding max and min radius r, defined the dis-
persion as follows:

deltS(m,t) = max S(m, rj,t) —max S(m, rj,t),m =23,

According to the statistical conclusions of BDS, take m=2,3,4,5, r=jo/2, j=1,2,3,4,
where 0 is square deviation, then we have

1 5 4
S)y=-—-23 > Sm.r.0) @®)
16 m=2 j=1
5
deltS (1) = % > deltS (m,1) ©)
m=2
Scor(t) = S(1) +|deltS (1) (10)

One can make map based on the above result, taking time delay corresponding with ¢
of deltS(¢)’s first minimum, or corresponding with ¢ of S(#)’s first zero point, or
corresponding with t of Scor(t)’s minimum.
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4 Application of Model
Forecasting future water demand of regional mine is the base of mine development.
Carrying on the accurately forecast to future short-term water load is to ensure that

the mine area’s water supply safety and meet the needs of economy operation

Table 1. Water consumption of Gejiu mine area in the past 30 years

Water consumption (x10* m%)

Feb. Apr. May Aug. Oct. Dec.

1977 58.50 60.90 57.43 142.76 194.60 137.38
1978  305.52 65.33 77.60 138.54 138.55 115.45
1979 84.17 51.12 200.46 88.28 132.36 144.98
1980  277.73 154.24 53.72 74.03 338.15 121.78
1981 54.09 57.67 58.84 105.00 95.48 154.15
1982  116.32 77.97 94.28 85.71 122.79 116.13
1983 104.24 125.93 120.27 148.76 174.44 118.04
1984  147.62 140.04 140.61 138.90 155.79 127.43
1985 118.83 167.09 189.72 145.88 167.04 163.39
1986  139.11 155.98 165.18 129.30 129.43 138.58
1987  208.37 220.43 185.43 174.18 157.51 110.29
1988 129.60 139.95 112.01 132.37 160.18 235.51
1989 172.76 118.44 139.11 171.12 261.41 104.61
1990  149.54 168.12 129.89 160.64 187.87 143.29
1991 182.73 135.12 138.04 141.81 155.99 98.40
1992 89.52 141.42 141.44 137.53 105.65 73.62
1993 86.06 97.63 85.73 100.71 82.17 101.58
1994 97.29 98.05 78.32 88.02 83.96 72.25
1995 84.95 95.38 94.18 77.02 93.99 86.17
1996 90.86 86.09 89.77 85.70 74.69 86.84
1997 86.69 58.43 71.89 42.47 54.22 7547
1998 63.44 55.51 70.68 39.78 68.85 81.89
1999 64.64 67.96 62.77 31.48 54.27 58.26
2000 99.16 136.41 96.96 95.46 88.74 153.41
2001 98.87 256.06 87.54 67.2 74.47 89.27
2002 85.33 100.65 226.08 68.69 82.89 158.98
2003 82.45 89.66 138.87 62.84 75.2 93.73
2004  182.95 82.77 86.26 150.78 95.39 476.33
2005 192.44 100.95 190.98 70.02 199.82 111.18
2006  113.68 123.1 109.84 89.63 91.05 147.65

Year




Prediction Model of Water Resources in Mine Area 327

scheduling. Since there are many factors affecting water demand, it is hardly use func-
tion model to describe. Therefore, in order to achieve science and accurate forecast of
water consumption, a simple and practical water demand forecast model must be estab-
lished. Table 1 is the water consumption of Gejiu mine area in the past 30 years.
According to actual data in Table 1 after model established, we ensure that the
network structure contains one input layer, two hidden layer, and an output layer,
which showing as Fig.1. Extracting a sample of 25 from tablel as training set, then
training the grid, and choosing 7 samples as validation set, taking the validation error
accuracy is 0.01. Fig.2 is the error change process while grid training and validation.

Fig. 1. Neural network structural diagram

Training Error Maximurn Hverage Mini murm Walidating errar

0.0213

Learning rate: 0.600000
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Momertum: 0.700000
i Maii murn error: 0132747
0.0219 Puverage error: 0.044913
00187 Minimurm errar 0.000000

Target error: 0.010000
0.0156

Puwerage saved: 0.044302
n2s Walidating examples: 7
0.0034 Within 10.0% range. Score: 0
00083 Correct if rounded. Score: 0
0.0034

Walidating: No positive results

o 120 266 555 1400 3360 9400 28600 110000 475000 2850000

Fig. 2. Network study validation error convergence process curves
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After the success training, adding the last (m-1)-dimensions phase space to the
network input, then can achieve the forecast of x(z,+1), while the phase space re-
construction coupled with the neural network forecast model has established.
Based on this model, prediction of mine area water demand will be achieved. Fig.3
shows the water resources development and change process in different periods of
mine area.

Fig.3 shows the water resources change curve in February, April, May, August,
October and December of the mine area. From the pictures, we can see that water
resources of Gejiu mine area is reducing in the total tendency. Water resources remain
relatively stable in April or May and December, and it has big fluctuations in other
months. There are two main aspects which cause this phenomenon. One is natural
conditions, as the monthly rainfall, water storage capacity will be different in a year,
and the impact of geological conditions in the region, which making some months’
changes in the trend of relatively slow and others’ changes magnitude larger. The
other is artificial conditions, such as the excessive exploitation of underground water
and irrational development. Furthermore, the rapid development of industrial and
agricultural also causes the use of industrial water increase significantly. All of these
will lead to steady decline in water reserves. Therefore, we must further strengthen
the optimal allocation of water resources, improving the utilization of water resources
in mine area.

Through establishing water demand forecast model for Gejiu mine area, we can ef-
fectively predict the changes of mine's total water resources and provide the basis for
the relevant departments. Aim at current actual situation and the forecast results at an
early stage and formulating a reasonable water resources exploitation policy. Truly
achieved the best of water resources development, management, protection, and mak-
ing it bring into play the best economic benefit in promoting the ecological environ-
ment and socio-economic coordinated and healthy development.

5 Conclusions

(1) Because of multitudinous and stochastic characteristics of influence factors on
water demand in mine area, it is hard to use function model to forecast water con-
sumption. This article analyzed the chaos characteristics of water resources system
and introduced chaos theory in the security area of water resources. By Combining
with chaos theory and neural network, a new ideal for safety forecast and optimal
allocation of water resources is open up.

(2) Through model debugging, error and sensitivity parameters analyzing, the
phase space reconstruction coupled with the neural network of regional mine water
resources safety model was constructed according to chaos theory of space recon-
struction principle. Compared the simulation value with historical statistical data, the
validity of the model was validated. Hence, characteristics of water resources bearing
capacity in eastern Gejiu mine area can be reflected, and the dynamic development
process can be effectively forecasted.
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Abstract. A model predictive control (MPC) strategy based on a novel Bayes-
ian-Gaussian neural network (BGNN) model was proposed for the controller
design of hydraulic turbine in this paper. The BGNN was used to learn the
nonlinear dynamic model of controlled hydraulic turbine on-line as the predic-
tive model for the design of MPC controller. Experiments show that the pro-
posed nonlinear MPC strategy based on BGNN performs much better than the
conventional PID controller.

Keywords: Hydraulic Turbine, BGNN, Predictive Control, neural network.

1 Introduction

The hydraulic turbine system (HGS) is an essence complex and nonlinear system with
time-varying [1]. The control strategy plays an important role in the steady running of
the HGS. The traditional control strategy for HGS is PID controller which parameters
are attained under a certain operating mode [2]. Owning to the operating situation
changed often, the PID controller could not maintain good dynamic performance in
the whole operating range of HGS. So it is necessary to design good controllers ac-
cording to the change of operating situation of the HGS.

Model predictive control (MPC) technique for nonlinear system has been recog-
nized as a powerful methodology for controlling a wide class of nonlinear dynamic
systems [3][4][5]. The innovative feature of the method is that the controller design
procedure is cast as an optimization problem. In the design of MPC controller the
predictive model of controlled object is the key problem and the neural networks are
often used for the nonlinear dynamic process model because the neural networks have
been proved that they can approximate any nonlinear systems [6][7].

The Bayesian-Gaussian neural network (BGNN) is a posteriori probability model
based on Bayesian theory and Gaussian hypothesis first proposed in the reference [8].
The BGNNs have been successful applied for the model identifications of nitrogen
oxides (NOx) emissions of power plant boiler [9]. In this paper, the BGNN is used to
learn the nonlinear model of hydraulic turbine first. Then the MPC controller based
on the BGNN predictive model is designed.

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 331-341, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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The paper is organized as follows. A brief description of HGS follows this intro-
duction. In section 3, the whole control strategy is described. The section 4 contains
the BGNN architecture considered here and the generation of the training data set.
Section 5 describes the design of the model predictive controller based on BGNN
predictive model. Simulation 6 examines the performance of the model predictive
controller based on BGNN and compares it with a traditional PID controller in HGS.
Section 7 draws some conclusions and presents suggestions for future improvement.

2 Description of the HGS

The hydraulic turbine system (HGS) includes the servomechanism, penstock system,
water turbine and generator illustrated in Fig. 1.

Penstock
system
M
qﬂ i g
\ _
M X
—_p! Servomechanism Y > WaFer Gnerator —»
turbine +

Fig. 1. llustration structure of hydraulic turbine system

1

=—u
Y 1+Tys

ey

The servomechanism can be approximately expressed as a first order equation with its
translating function model described in formula (1). 7, is inertia time constant of
servomechanism and y denotes the output of servomechanism.

In dynamic process, the characteristics of water turbine running vary with the
change of operating condition. The movable Francis turbine is nonlinear in essence.
The nonlinear characteristics of movable Francis turbine can be depicted as the equa-
tion (2) as follows:

m, = f(y,x,h)

2)
q=q(y,x,h)

where ¢ is flow and m, denotes the movable turbine moment. % is water head and x is
the speed of rotation (generally x is expressed as frequency). The function relations of
f and g are nonlinear and difficult to obtain through mathematical analysis method.
Neural network as a black modeling technique can be used to the nonlinear model
identification. So BGNN in this paper is suitable for the above nonlinear characteris-
tics modeling of the HGU.

The dynamic characteristic of penstock system is complex and nonlinear between
the water head % and flow g. Due to the difficulty of establishing the precise nonlinear
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math model, BGNN is also used to learn the nonlinear relation listed as the following
equation (3).

h=h(q) 3)
Dynamic equation of generator taking account of load characteristics is often simpli-
fied as the follows:

xX=———(m —m %)

where T, is inertia time constant of generator and e, denotes the adjusting coefficient
of load. Those parameters vary with water turbine wok situation and need to be
identified.

3 Opverall Control Strategy

The control structure of the HGU is illustrated in Fig.2. Where X, is the reference

input signal. () is the output of the MPC and the X (f)is the BGNN model output
at the time 7.

Setpoint Hydraulic generating
X, Nonlinear MPC u@® unit X0
controllet

Iy BGNN training
algorithm

BGNN nonlinear
predictive model

(1) /

Fig. 2. The nonlinear MPC structure of the HGS

The control strategy of the HGS control system is composed of the controlled ob-
ject HGS and nonlinear MPC controller. The BGNN is used to identify the input and
output relation of the HGU which will be acted as the predictive model in the design
of the MPC controller which will be described in the next sections.

4 BGNN Neural Network

The Bayesian-Gaussian neural network (BGNN) is first introduced as a posteriori
probability model which structure adopts some concepts of neural networks. The
advantages of the BGNN over the traditional neural networks such as BP neural work
and RBF neural networks are easy definition of network topology and less training
time of weights of network [8].
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4.1 The Topology of the BGNN

The BGNN topology is shown in Fig. 3 and the structure of neural node is revealed in
Fig.4. The node of the BGNN is an ordinary neural node just as in the other networks.
The activation function of the node varies in different layers or even in the same
layer. The every layer will be described in the following.

Y'(N)

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Fig. 3. The topology and connection weights of the BGNN
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Inputl W[ [m——f—— e ————— 1

| W, |
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W, |

| |
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Input, | |

Fig. 4. The universal neural node

Layer I: Simply store the m input values.
Layer 2: N groups of nodes and the ith group corresponds to the ith sample in the
training data set. Each group has m nodes. For the jth node in the ith group

[2] 2
(Sij - x,'j)

2] _ 21, 021\ _
Si =X f(s ) = FE (5)
J

)

The Superscript [2] stands for the second layer. Similarly, [3] and [5] below stand for
layers 3and 5, respectively.

Layer 3: N nodes. The ith node corresponds to the ith sample in the training data
set. For the ith node
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Ui (.X-—Xi-)z L _Jd3l .
si[3] — z Jd2 ij ’f[3]( [3]) 2 s O.i2 (6)

A

Layer 4: 2 nodes. For the 1st and the 2nd node

s\ = Z o st = s ()
[4] 20_—2 f2[4](sl4] — S[24] (8)
Layer 5: 2 nodes. For the 2nd and the 1st node,
=30 ) = g = o) ©
2
[5]
s = Zy,af s = W = y'(N) (10)

From the description of the above layers, the 1nput and output relations can be repre-
sented as the formulas listed in equation (11) to equation (14).

“1(Y=y'(N))*

pY 1YY, V)= (11)

276 (N)

where ¢ is a normalizing constant.

Y'(N) = a(N)ziGi'zyi (12)

N
o(N)*=>0" (13)

Assume that i
07 = gle XX PEXD (14)

1

where D is input threshold matrix and dyy, dj3,..., d,,, are named the input factors,
which will be evaluated through the network training.

d;
D= d;’ (15)
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The criterion of minimize is similar the Prediction Error method:
VD)=L (3 =y (16)
= Yi= Vi
! 2N S

where N is the net order, while y, and y; are denoted as the desired output and the

network output for sample i respectively.

The off-line training of the BGNN is to selected proper matrix D in order to mini-
mize the criterion function Vy(D). In our work, the downhill simple optimization is
employed to obtain the parameters in D.

4.2 Self-tuning of BGNN Model and On-Line Identification Procedure of the
HGS Nonlinear Model

Differing form the traditional neural works such as the BP neural network and RBF
neural work, the BGNN owns the advantage of self-tuning ability and adapts to the
on-line model identification application. Therefore the BGNN is used to the nonlinear
on-line identification of HGS as the predictive model of the MPC controller.

yi'(N)

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Fig. 5. Schematic of the recursive BGNN

In the self-tuning process, it is also necessary that a training sample be exclude
from the training sample set and the effects of this sample be eliminated which may
also be calculated through a recursive model listed in equations (17) to (19). Suppose
the effects of the k#h training sample has been eliminated from the sample set, then

2 (X=X D(X-X})

o’ =oLe (17)
o, (N-1)?=0(N)>-0," (18)
Y, (N=-1) =0, (N-1)*(c(N)*y'(N)-0,"y,) (19)

Suppose the BGNN order has been trained off-line with net order N. At each time
instant, a new training sample is added to the training data set and in the meantime
one sample is to be deleted from these N+1 training samples. Therefore it is necessary
to determine which sample should be deleted form the N+1 training samples. The
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measure of mean square prediction error (MSPE) is defined in order to evaluate every
training sample. The MSPE of the iA training sample is shown in formula (20)

MSPE, = E(y, = Y,(N))* = (y, = Y,(N))* + 0,(N)? (20)

If a training sample contains little innovation, it is highly possible that the output at
this point can be predicted with high accuracy by other samples. Therefore the sample
which has the least MSPE should be eliminated from the set of N+ 1 sample.

The BGNN on-line application can be divided two procedures: off-line learning
procedure and self-tuning process. The program flow chat is shown in Fig.6.

{ Start of learning process i { Start of working process
o " /
Read and normalize the training / Prediction at a new input
sample set (X;,p1), i=1.2,**.N (before the output is known)
/ 1
Minimization of equation (16) using downhill *
simplex method to specify the input factors: Self-tuning at this new sample
dl1' . dzz, 2% duum (after the output is known)
{ End of learning process i Yes
+ g Continue?
Initialization for self-tuning, i.e. calculation of /—*NO— g
( Y, (N=1),0,(N=1)7),i=12N / End of working process

Fig. 6. Off-line training and self-tuning process of the BGNN

Note that the self-tuning of the BGNN is conducted in a sequential way which ac-
tually follows the dynamics changes. In the design of the MPC controller of HGS, the
self-tuning procedure can obtain the dynamic model of the HGS when operating
situations change.

5 Design of the Model Predictive Controller

The objective of the predictive control strategy using neural predictors is twofold: (i)
to estimate the future output of the plant and (ii) to minimize a cost function based on
the error between the predicted output of the processes and the reference trajectory.
The cost function, which may be different from case to case, is minimized in order to
obtain the optimum control input that is applied to the non-linear plant. In most of the
predictive control algorithms a quadratic form is utilized for the cost function:

N, Ny
J=Y [y +D)—r(k+DP +AD u’(k+i-1) @1
i=N, i=1

with additional requirements:
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Au(k+i—-1)=0, I<N, <i<N, (22)

where N, is the control horizon, N; is the minimum prediction horizon, N, is the pre-
diction horizon, i denotes the order of the predictor, r is the reference trajectory, A is
the weight factor and A denotes the differentiation operator.

The command u may be subject to amplitude constraints:

u,, Sutk+i)<u,, (23)

The cost function is often used with the weight factor A=0. A very important parame-
ter in predictive control strategy is the control horizon N,, which specifies the instant
time, since when the output of the controller should be kept at a constant value.

The output sequence of the optimal controller is obtained over the prediction hori-
zon by minimizing the cost function J with respect to the vector u. This can be
achieved by setting

aJ
du

However, a major inconvenience occurs when proceeding further with the calculation
of 0J/0u. The analytical approach to the optimization problem needs for the differen-
tiation of the cost function and, finally, leads to a non-linear algebraic equation; un-
fortunately this equation cannot be solved by any analytic procedure. This is why a
computational method is preferred for the minimization of the cost function, also
complying with the typical requirements of the real-time implementations (guaranteed
convergence, at least to a sub-optimal solution, within a given time interval).

The computation of the optimal control signal at the discrete time instant k can be
achieved with the following algorithm:

. The minimization procedure performed at the previous time instant gives the
command vector:

u=[u(k—d—1),u(k—d),---,u(k—d+Nu—2)]T (25)

0, u=[utk-d),ulk-d+1), - ulk-d+N, -] (24)

At the first time instant, the control input vector will contain some initial values pro-
vided by the user.

The number of values introduced must be equal to the control horizon.

* The step ahead predictors of orders between N; and N, are calculated by using the
vectors u(k —d + N1—1), y(k+N;—1) and u(k—d+N,—1), y(k+N,—1), respectively, calcu-
lated through the BGNN predictive model described in section 4.

* The output control signal is obtained by minimizing the cost function J with re-
spect to the command vector:

u:[u(k—d),u(k—d+1),~--,u(k—d+Nu—1)]T (26)

Thus, two routines were developed to implement the control algorithm in the Matlab
environment. The main routine (main_unc—version without constraints, main con—
version with constraints) minimizes the cost function and applies the command to the
non-linear system. It also creates two vectors in which the output command and the
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process response are stored. The other routine (neur_prd) performs the computations
necessary for the BGNN predictors and constructs the cost function to be minimized
by the main routine.

For the minimization of the cost function, the Matlab’s Optimal Toolbox functions
fminunc and fmincon were used, which allow dealing with either unconstrained or
constrained optimization problems. Unlike the fminunc function, fimincon allows im-
posing constraints with respect to the value of the control input such as upper or lower
bounds, which are often required in practice. The cost function J is given as an input
parameter for the functions mentioned above together with the initial values for the
control input vector and some options regarding the minimization method (the maxi-
mum number of iterations, the minimum error value, the use of analytical gradients,
etc.). In the case of fimincon the constraints must also be specified as input parameters
in a matrix form.

The advantage of this non-linear neural predictive controller consists in the imple-
mentation method that solves the key problems of the non-linear MPC. The
implementation is robust, easy to use and fulfills the requirements imposed for the
minimization algorithm. Changes in the parameters of the BGNN predictive controller
(such as the prediction horizons, the control horizon, as well as the necessary con-
straints) are straightforward operations.

6 Simulations and Results

The MPC control strategy based on BGNN is to be applied to a waterpower plant.
The type of hydraulic turbine system is HL220 with rotating rating 300r/min, water
high 33m, water flux rating 58 m*/s and power rating 17.5 WM. The water flux inertia
time constant is 3.5s and generator inertia time constant is 8.5s.

The traditional PID controller of HGS is used to be compared with the BGNN pre-
dictive controller. The dynamic response of 2Hz frequency step change is shown in
Fig. 7. From the figure, it can be seen that the BGNN MPC controller can trace the
step change smoothly with no oscillation while the PID controller has about 6% over-
shoot. The 30% load change then is conducted and the response result of BGNN MPC
controller and PID controller is shown in Fig.8. It also can be seen that BGNN MPC
controller owns the characteristic of steady and fast response.

PID Control
----- MPC Control

f/Hz

0 20 40 60 80 100 120
/s

Fig. 7. Dynamic response of 2Hz frequency change
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When the frequency 2Hz change and 30% load change are applied to the HGS, the
BGNN identification nonlinear model of HGS is shown in Fig.9 and Fig.10. From the
figure it can be seen that the accuracy of the identified HGS model can be maintained.

Therefore the BGNN model can be employed for the MPC controller design.

PID Control
""" MPC control

f/Hz

100 120

20 40 60 80

Fig. 8. Dynamic response of 30% load change

Real output
BGNN model output

o 20 40
Us

Fig. 9. Identified BGNN model output with 2Hz frequency change

Real output
BGNN model output

f/Hz

0.02 L L L
0 20 40 60 80

Fig. 10. Identified BGNN model output with 30% load change
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7 Conclusion

A MPC strategy based on BGNN predictive model for HGS is developed in this pa-
per. The characteristics of HGS often changes along with its operating situations. The
BGNN neural network can trace the dynamic characteristics well. So the BGNN is
employed as the predictive model for the design of MPC controller. Simulations on
the HGS control compared with traditional PID controller shows that the proposed
MPC control strategy works well and can be used to the adaptive control of HGS. The
next work of this paper will be focus on the comparisons between BGNN MPC con-
trol strategy and other often used HGS intelligent control strategies such as fuzzy
control strategy and neural network control strategy.
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Abstract. Traditional technology of lithology identification bases on statistical
theory, such as regression method and cluster method, which has some short-
comings. The standard BP neural network algorithm has some disadvantages
like slow convergence speed, local minimum value which results in the loss of
global optimal solution. BP neural network algorithm on the basis of improved
variable rate of momentum factor can effectively overcome these disadvan-
tages. Practical application shows that this method has the feature as high rec-
ognition precision and fast recognition rate so that it is suitable for recognition
of lithology, lithofacies and sedimentary facies as well as geological research
like deposit prediction and rock and mineral recognition.

Keywords: Lithology Recognition, Improved BP Algorithm, Logging curves,
Momentum factor.

1 Introduction

Logging parameters is a comprehensive reflection of mineral compositions, contrac-
ture and porosity of underground rocks''. A set of certain logging curves must
correspond to one or several lithology'®. Based on the analysis of eigenvalues corre-
sponding to rock cores and logging parameters in study area, the method classifies the
rock types and get representative logging parameters from each type of rock to serve
as basic data for determining the relation between lithology and logging parameters,
and then establish lithology identification mode by mathematical means”'. That is the
basic cross plot method and numerical simulation method for geological interpretation
of logging data'”. However, those two methods have some limitations.

BP neural network algorithm, as one of data mining technologies, has good capa-
bility of parallel architecture and parallel processing with the inherent nonlinear char-
acteristics and self-learning, self-organization and self-adapting capabilities”” ™). It can
automatically attain knowledge by example training without analysis and arrangement
and conduct effectively modeling to those information and technologies which cannot
be used to establish accurate model by mathematical method®!. However, as BP neu-
ral network learns on the basis of error back propagation algorithm of gradient de-
scent, it has slow network training speed and tends to yield minimal local results'*™"",

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 342-349, 2008.
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This study applies BP neural network algorithm to lithology recognition. Improved
BP neural network algorithm based on momentum factor is adopted to the logging
curve of the 11th well in Saihantala Depression. The result shows that improved BP
neural network model has high prediction precision and good generalization ability so
that it is effective for lithology prediction.

2 BP Neural Network Algorithm

BP neural network algorithm includes the following parts:
1. Input N training examples ( X ykj , here X represents input vector, Vi repre-

sents expected output vectors, k=1, 2, —, N,
2. Establish BP neural network. The node number of input layer in network deter-

mined by the length n of input vector Xk is n, and the node number of output layer

#

determined by the length m of output vector Vi is m. Determine the node number

with network layer L>3, the node number of the 1 layer is n® and n”=n, n®™=m.

Define each connection weight matrix, the connection matrix in the L layer connect-

. . (1) o .

ing L+1 layeris W' = [Wi(jl)L Xi”l),l =1,2,---,L—1, initialize the values of
T

each connection weight matrix.

3. Input permissible error € and learning rate ' , initialize the times of iteration t=l,
number of training examples k=I,

4. Choose the K th training example (-xk, yk):
X ™ 1k’X2k’”.’Xnk)’yk:(y]k’yzk’”.ymk)

5. Forward propagation is calculated from Xk and output of each node in input layer
is:

O} =F(x,),j=12n (D

The input and output of each node is calculated layer by layer:
I(/;) _ ”ZWI(/[—I)OE:A) (2)

Among them, (0 _ (7)1, 11 j12.-p"
6. Error of each output node in the Lth output layer is calculated by:

(L)

Y,.=0y 3)
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Eo=ye= [y frimiacem )

7. If the K value of any sample in N training examples Ei<€ =1, 2, -, m,
the training process terminates; Otherwise, each connection weight matrix is corrected
by error back propagation.

8. Error back propagation calculation. The connection weight matrix of the L-1th
hidden layer to the Lth output layer is corrected as:

8. ={y,-y,)ry) 5)

A ijH)(t) = ”&f+l)Oka) (6)
(l 1) _ ( ~1) (L-1)
(t+1)= O+Ay, @© (7)
Among them, j=1, 2, -, m;i=1, 2, -, n&b

The connection weight matrix of each hidden layer is corrected backward layer by
layer:

(1+1)

IS 52 0

(I 1 (-1

0=-18, 0

(1 D

€))

(1 )

D=y O+Ap 0 (10)

Among them, 1=L-1,-,2,1;j=1,2,~ ,n ;i:1,2,~", ntb
9. If k=k+l, t=t+1, then turn to step 4.

3 Algorithm Improvement

According to the shortcomings of standard BP neural network algorithm, such as slow
convergence speed, local minimum value which results in the loss of global optimal
solution, sensitive to the choose of initial weight, bad generalization ability and so on,
BP neural network algorithm is improved. The way of improvement is to add the
momentum factor and change the learning rate and this improvement mainly aims at
the above formula (9).

1. The adding of momentum factor

As weight change is needed during the learning process of BP neural network, re-
sults with much differences might be gained or seriously oscillate around the
minimum value for bigger learning factorn. In order to make some remedy to the
oscillation, a momentum factor is introduced into formula (9) which depends on
the increment value of weight parameter in the last iteration.

A, W=ady, "

(1-1)

-)-18, 0\ (11)
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In the formula, & is momentum factor, usually positive.
As Awf.,/_”(t) is the sum of a series weighted index sequence, the sequence conver-

gent when 0<o<l1.
As 1 ., when 9 F, in this time has the same symbol as the last time, the
Ek = E Zle,‘k a W
Jj= i

exponential weighting addition increases to attain bigger AW(__””(,) so as to speed the
J

adjustment of weight value W during the steady regulating.
When 0 F, in this time has the opposite symbol as the last time, the result of ex-
o,
ponential weighting addition , wf/[i])(f) decreases and makes it stable.

2. The changing of learning rate
1] is a constant in standard BP neural network algorithm. The changing of learning

rate can accelerate the learning process. The effective algorithm is: total error of all
samples E is calculated on the basis of last step length. If E increases, this step
length will multiply a constant ,B smaller than 1 and E of the next iteration point
will be recalculated along primary direction; if E decreases after one time iteration,
then this step length will multiply a constant ¢ bigger than 1.

Thatis : n=np,p<1, if AE>0

n=ne,p>1,if AE<0
B, @ are constants, usually £ is 0.7, @ is 1.05.

The adding of momentum factor in the BP neural network algorithm changes the
learning rate, not only fine adjusting the correction value of weight, but also avoiding
getting minimal local results so as to reach self-adaptation.

4 Application Example

4.1 Examples and Data

In this study, logging data of the key well S11 in Saihantala Depression is used to
conduct algorithm training and 30 glutenite samples, 30 shale samples and 30 silt
samples are chosen as training samples. According to principal component analysis,
there are 6 variables, R045, RAOS5, R4, SP, AC, GR, used as input attributes and in the
result, (1, 0, 0), (0, 1, 0) and (0, O, 1) stand for glutenite, shale and silt, respectively
(only selected training samples are shown in table 1 ).

4.2 Normalization Processing

As all the logging data have inconsistent dimensions, normalization processing is
needed for both learning samples and prediction data to unify them into a certain
range of numerical dimension (e.g. [0, 1]) before entering the neural network.
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Table 1. Training cases of prediction model

R045 RAO5 R4 Sp AC GR lithology (code)
8.030 11.154 9.947 17.126 550.223 5919 | glutenite (1, 0, 0)
8.891 11.612 | 10.296 | 17.125 488.011 6.125 | glutenite (1, 0, 0)

0
8.773 11.042 8.993 18.042 462.863 6.663 | glutenite (1, 0, 0)
8.236 11.016 8.718 17.913 468.876 6.508 | glutenite (1, 0, 0)
7.756 10.990 8.510 17.812 473.889 6.224 | glutenite (1, 0, 0)
3.300 4.381 4.834 20.717 615.072 7.379 | shale (0, 1, 0)
3.280 4.420 4.748 20.716 614.082 7.384 | shale (0, 1, 0)
3.320 4.396 5.047 20.618 615.054 7.488 | shale (0, 1, 0)

1

1

3.320 4.381 4.961 20.617 615.063 7.359 | shale (0, 1, 0)
3.259 4.422 4.621 20.715 610.435 7.438 | shale (0, 1, 0)
5.139 6.349 7.261 19.008 475.497 7.579 | silt (0, 0, 1)
5.152 6.472 7.072 18.792 470.511 7.588 | silt (0, 0, 1)
5.272 7.051 6.549 18.175 444.183 7.112 | silt (0, 0, 1)
5.227 7.430 6.602 18.074 455.125 7.035 | silt (0, 0, 1)
5.200 7.695 6.710 17.973 467.481 6.958 | silt(0, 0, 1)

_ b

)C;-,- = ,(i =12,---, sample number; j = 1,2,~~~,6)

jmax X jmin

Among them, X max =max { X 1, X jmin =min{ X } is maximum value and minimum

value of each variable.
Normalized formula with logarithmic method is adopted to curves with nonlinear
characteristics like electrical resistivity.

_ligx,, -lgx)
X g)clmx—lg)cjmin

4.3 Implementation and Application of Improved BP Neural Network

Three-layer BP neural network (one hidden layer) is applied and there are 6 neurons
in input layer, 10 neurons in hidden layer and 3 neurons in output layer. Initial train-
ing parameters are: learning step 7] is 1.02, scaling factor of increasing learning rate

@ is 1.05, scaling factor of decreasing learning rate ﬁ is 0.7, momentum factor & is

0.92, allowable error (MSE) is 0.001. Network convergence is greatly accelerated
using improved BP neural network.

5 glutenite samples, 5 shale samples and 5 silt samples which are not used for
model establishment in the S11 logging data are adopted as prediction set for testing
the logging lithology recognition. The result shows that, except for little error in a few
samples, others have complete consistency in expected output values and the
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Table 2. Predicted results

347

R045 |RAO5| R4 SP AC | Gr | Peologic | pp 1o orithm Preditcion
Features
8.994 [9.147[ 10.400 | 15.933 [453.847 [6.419] 1 [ 0 [ 0 | 0.8874 [ 0.1385 [ 0.0000
9.449 [9.455[ 10.896 | 16.037 | 460.078 [6.260| 1 [ 0 [ 0 [ 0.9996 | 0.0011 | 0.0000
9.753 [9.396 [ 10917 | 16.133 [ 466.233 [6.211 1 [ 0 [ 0 [ 0.9999 | 0.0000 | 0.0001
9.144 [9.271] 10338 | 16.132 [ 473.390 [6.412] 1 [ 0 [ 0 [ 0.9997 | 0.0002 | 0.0004
8.654 [9.155| 9.851 [16.172 [480.085[6.629] 1 | 0 [ 0 [ 1.0000 [ 0.0001 | 0.0000
3.304 [4.613] 6.097 [20.500 [ 569.384 [7.870 0 | 1 [ 0 [ 0.0000 [ 1.0000 | 0.0000
3.238 [4.573| 5.976 [20.499 [ 557.525[7.880 0 | 1 [ 0 [ 0.0000 [ 1.0000 [ 0.0000
3.218 [4.572] 5.947 [20.498 [ 544.273 [7.837[ 0 | 1 [ 0 [ 0.0001 [ 1.0000 [ 0.0000
3.288 [4.645] 5.946 [20.497 [531.219[7.729] 0 | 1 [ 0 [ 0.0000 [ 1.0000 | 0.0002
3.355 [4.888] 6.013 [20.396 [ 520.156 [7.470] 0 | 1 [ 0 [ 0.0000 [ 0.9999 | 0.0001
5.252[5.943] 6.401 | 18404 | 467.417 [7.370] 0 [ 0 [ 1] 0.0000 | 0.0013 | 0.9994
5.161 [6.046| 6.201 [18.504 [472.540 [7.429] 0 | 0 [ 1 [ 0.0000 [ 0.0012 | 0.9995
5.039 [6.112] 6.024 | 18.603 [475.716 [7.304] 0 | 0 [ 1 [ 0.0000 | 0.0005 | 0.9998
5.139 [6.125] 6.185 | 18.804 | 478.799 [7.305] 0 | 0 [ 1 [ 0.0000 | 0.0000 | 0.9999
5.274 [6.009] 6.508 | 18.989 [ 483.234 [7.388] 0 | 0 | 1 [ 0.0000 [ 0.0001 | 1.0000

lithology recognition is completely correct. MSE value of predicted samples is
0.0012. Predicted results are shown in table 2.

5 Comparative Analysis of Algorithm

The standard BP neural network algorithm and improved BP neural network algo-
rithm are applied to well logging data above for training and forecasting. The com-
parative result of algorithm for model design and training times is shown in table 3.

Table 3. Algorithm comparison

Algorithm main parameter training times
standard BP algorithm n=1.02 41633
n=1.02
. . a=0.92
improved BP algorithm 0=1.05 2531
p=0.7

The diagram of training and prediction errors calculated by standard BP algorithm
is shown in figure 1 and the diagram of training and prediction errors calculated by
improved BP algorithm is shown in figure 2.

The result indicates that the standard BP neural network algorithm has shortcom-
ings of slow convergence rate and proneness to yield minimal local results which

results in training termination by reaching minimum gradient

(generally 1e-10) so

that training error cannot be attained. Besides, the standard BP algorithm has bad
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Fig. 1. Diagram of error curves for standard BP algorithm
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Fig. 2. Diagram of error curves for improved BP algorithm

generalization ability and large error of prediction data. Improved BP neural network
algorithm not only speed the training process, but also ensure the training stability
when conducting weight regulation. It corrects the shortcomings of standard BP algo-
rithm and is developed for practical application.

6 Conclusion

The study on improved BP neural network algorithm based on momentum factor is
supported by petroleum exploration project in Saihantala Depression, Erlian Basin.
This algorithm is not only applied to model testing in the key well S11, but also to
lithology prediction in other key wells. The research indicates that, the establishment
of lithology prediction model using 6 logging curves R045, RA05. R4, SP, AC,

GR can greatly improve the accuracy of lithology recognition. According to the limi-
tations of traditional BP algorithm, momentum factor is added to adjust the learning
rate and speed the convergence of neural network. Improved algorithm model has
certain representation and good simulating and predicting abilities and its accuracy
can meet the prediction demand. The method of improved BP neural network algo-
rithm applied to lithology recognition is simple, accurate with a good reproducibility
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and can be used as a brand new method for geologic interpretation of logging data so
that it has practical significance in recognizing hydrocarbon-bearing formation as well
as exploring oil and gas resources.

References

10.

. Cheng, G., Zhou, G., Wang, X.: The Probability Neural Networks for Lithology Identifica-

tion. Control & Automation 23(6), 288290 (2007)

Chen, R.: Research on the Application of BP Neural Networks. Control & Automa-
tion 23(8), 258-259 (2007)

Zhou, G., Cheng, G.: BRF neural networks for petroleum reservoir characterization. Com-
puter Engineering and Applications 43(8), 174—176 (2007)

Zhou, B., Li, Z., Pan, B.: A Study on Lithology Identification Methods for Volcanic
Rocks. Journal of Jilin University (Earth Science Edition) 35(3), 394-397 (2005)

Zhang, H., Zou, L., Shen, X.: The Application of BP Neural Network in Well Lithology
Identification. Geology and Prospection 38(6), 63—65 (2002)

Xie, L.: BP Neural Network Algorithm Improvements and Convergence Analysis. Com-
puting Technology and Automation 26(3), 52-56 (2007)

Hopfield, J.J.: Neural Networks and Physical Systems with Emergent Collective Computa-
tional Abilities. Proc. Nat. Acad. Sci. (79), 554-558 (1982)

Dony, R.D., Simon: Neural Network Approaches to Image Compression. Proceedings of
the IEEE 83, 288-303 (1995)

Fritzke, B.: Growing cell structure — A self-organizing neural network for unsupervised
and supervised learning. Neural Networks 7, 441-460 (1994)

Yarlagadda, P.K.D.V., Chiang, E.C.W.: A neural network system for the prediction of
process parameters in pressure die casting. Mater. Proc. Technol. 89-90, 583-590 (1999)



A Combined Classification Algorithm Based on
C4.5 and NB

Liangxiao Jiang!, Chaoqun Li?, Jia Wu!, and Jian Zhu!

! Faculty of Computer Science, China University of Geosciences
Wuhan, Hubei, P.R. China, 430074
ljiang@cug.edu.cn
2 Faculty of Mathematics, China University of Geosciences
Wuhan, Hubei, P.R. China, 430074
chqli@cug.edu.cn

Abstract. When our learning task is to build a model with accurate
classification, C4.5 and NB are two very important algorithms for achiev-
ing this task because of their simplicity and high performance. In this
paper, we present a combined classification algorithm based on C4.5
and NB, simply C4.5-NB. In C4.5-NB, the class probability estimates
of C4.5 and NB are weighted according to their classification accuracy
on the training data. We experimentally tested C4.5-NB in Weka system
using the whole 36 UCI data sets selected by Weka, and compared it with
C4.5 and NB. The experimental results show that C4.5-NB significantly
outperforms C4.5 and NB in terms of classification accuracy. Besides, we
also observe the ranking performance of C4.5-NB in terms of AUC (the
area under the Receiver Operating Characteristics curve). Fortunately,
C4.5-NB also significantly outperforms C4.5 and NB.

Keywords: decision trees, naive Bayes, combined algorithms, weights,
classification, ranking, data mining.

1 Introduction and Related Work

Classification is one of the fundamental problems in data mining and knowledge
discovery. In classification, the goal is to learn a classifier from a given set of in-
stances with class labels, which correctly assigns a class label to a test instance.
The performance of a classifier is usually measured by its classification accu-
racy (the percentage of instances correctly classified). Classification has been
extensively studied and various learning algorithms have be developed, such as
decision tree and Bayesian network, that can be categorized into two major ap-
proaches: probability-based approach and decision boundary-based approach. In
this paper, we focus on the probability-based approach.

Decision tree [1] is one of the most widely used classification models. It clas-
sifies a test instance by sorting it down the tree from the root node to one
leaf node, which provides the classification of this instance via simply voting.
Each node in the tree specifies a test of one attribute of the instance, and each

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 350-359, 2008.
© Springer-Verlag Berlin Heidelberg 2008



A Combined Classification Algorithm Based on C4.5 and NB 351

branch descending from that node corresponds to one of the possible values for
this attribute. An instance is classified by starting at the root node of the tree,
testing the attribute specified by this node, then moving down the tree branch
corresponding to the value of the attribute in the given instance. This process
is then repeated for the subtree rooted at the new node. After the tree is built,
a manipulation called tree pruning is performed to scale up the classification
accuracy of the learned tree. Among decision tree classification algorithms, C4.5
[2] is the most popular one, which is the improved version of ID3 [3].

A Bayesian network [4] consists of a structural model and a set of condi-
tional probabilities. The structural model is a directed acyclic graph in which
nodes represent attributes and arcs represent attribute dependencies. Attribute
dependencies are quantified by conditional probabilities for each node given its
parents. The Bayesian network is often used for classification problems, in which
a learner attempts to construct a Bayesian network classifier [6] from a given set
of training instances with class labels. Assume that all attributes are indepen-
dent given the class, then the resulting Bayesian network classifier is called the
naive Bayesian classifier, simply NB [5].

Assume that Ay, As, ---, A,, are m attributes. A test instance x is repre-
sented by a vector < ay,aso, -, a;, >, where a; is the value of A;. We use C to
denote the class variable and ¢ to denote its value, and ¢(z) to denote the class
of the test instance x. In a probability-based learning algorithm, a joint prob-
ability distribution P(a1,az,- -, am,c) is learned from the training data, and
x is classified into the class ¢(x) with the maximum posterior class probability
P(clay,az, -+, anm) (or simply, class probability), as shown below:

— P - P e a, 1
¢(z) = argmax P(c|lz) = argmax P(cla1, az, -+, am) (1)

In this paper, we present a combined classification algorithm based on C4.5 and
NB, simply C4.5-NB. In C4.5-NB, the class probability estimates of C4.5 and NB
are weighted according to their classification accuracy on the training data. We
experimentally tested C4.5-NB in Weka system using the whole 36 UCI data sets
[7] selected by Weka [8], and compared it with C4.5 and NB. The experimental
results show that C4.5-NB significantly outperforms C4.5 and NB in terms of
classification accuracy. Due to its simplicity and high performance, C4.5-NB
should be widely used for addressing classification problems in real-world data
mining and knowledge discovery applications.

The rest of the paper is organized as follows. In Section 2, we present our
combined algorithm, simply called C4.5-NB. In Section 3, we describe the ex-
perimental setup and results in detail. In Section 4, we draw conclusions and
outline our main directions for future work.

2 A Combined Classification Algorithm Based on C4.5
and NB: C4.5-NB

In this section, we present our combined algorithm, simply called C4.5-NB.
Our motivation is to scale up the classification accuracy of C4.5 and NB. In
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(C4.5-NB, the class probability estimates of C4.5 and NB are weighted according
to their classification accuracy on the training data. Now, let’s look back the
class probability estimates of C4.5 and NB.

C4.5 estimates the probability of a test instance = belonging to class ¢ using
simple voting at the leaf where x falls into. The detailed equation is:

K iy C
P(clz)cas = % (2)

where k is the number of training instances in the leaf node L, ¢; is class label
of the ith training instance in the leaf node L, and d(¢;, ¢) is a binary function,
which is one if ¢; = ¢ and zero otherwise.

NB is the most simple Bayesian network classifers, which uses Equation 3 to
estimate the probability of = belonging to class c.

m

P(clz)ng =P H (ajle) (3)

where m is the number of attributes, a; is the jth attribute value of x, the prior
probability P(c) and the conditional probability P(aj|c) is respectively defined
using Equation 4 and Equation 5.

P(C) _ Zi:l 6(Ci7 C) +1 (4)

n -+ ne

_ 2oim 0(aij, a5)d(cis ) + 1
Pl - Bl g

where n is the number of training instances, n. is the number of classes, n; is
the number of values of the jth attribute, and a;; is the jth attribute value of
the ith training instance.

Our C4.5-NB algorithm is an ensemble algorithm, which combines C4.5 and
NB. At the training time, C4.5-NB simultaneity trains C4.5 and NB, and measures
their classification accuracy (respectively denoted by ACCe4.5 and ACCnp) on
the training data. At the test time, the class probability estimates of C4.5 and NB
are weighted according to ACCcy4.5 and ACCyp. The detailed training and test
algorithms can be depicted as:

Algorithm. Training (D)
Input: the training data D
Output: the C4.5 and NB classifiers, ACCcy4.5, and ACCnB
1. Builds a C4.5 classifier using D
Measures ACC¢y.5 of the built C4.5 classifier on D
Builds an NB classifier using D
Measures ACCnp of the built NB classifier on D
Returns the built C4.5 and NB classifiers, ACC¢4.5, and ACCnp

G
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Algorithm. Test (C4.5, NB, ACCc45, ACCNB, X)
Input: the built C4.5 and NB, ACCcy4.5, ACCnp, and a test instance x
Output: the class label of x

1. For each possible class label ¢

2. Uses C4.5 to estimate the probability P(c|z)c4.5 via Equation 2
3. Uses NB to estimate the probability P(c|z)np via Equation 3
4. Calculates P(c|z) via ACCcu.s5 Xpéggcczfifgg;w xP(cle)vp

5. Returns the class ¢ with maximal P(c|z) value as the class label of x

The experimental results in Section 3 show that C4.5-NB significantly out-
performs C4.5 and NB in terms of classification accuracy. Besides, C4.5-NB
also has relatively low time complexity thanks to the very low time complexity
of C4.5 and NB. If we use O(C4.5) and O(NB) to denote the time complex-
ity of C4.5 and NB, then the time complexity of C4.5-NB can be denoted by
0O(C4.5)+O(N B)+0(2n), where the third item O(2n) is the time complexity of
calculating the weights of the C4.5 and NB classifiers. In a word, we believe that
our new algorithm C4.5-NB will be widely used for classification in real-world
data mining and knowledge discovery applications.

3 Experimental Methodology and Results

In order to investigate the classification performance of our new algorithm C4.5-
NB, we design an empirical study in this section. In our experiments, 36 UCI
data sets [7] are used:

1. In order to avoid the trouble of choosing data sets, we directly use the whole
36 UCI data sets published by main web site of Weka [8]. Just as we all
know, there exist a lot of data sets in the UCI repository of machine learning
databases [7]. It is very easy to make our advantage stronger, if we add some
other data sets into our experiments.

2. To our knowledge, these 36 UCI data sets have already represented a wide
range of domains and data characteristics. The detailed data information
can be found in Table 1.

3. We did all experiments in Weka software. So, all data set must be in format
of arff. We can directly download these data sets in format of arff from main
web site of Weka [8]. If we use some other data sets, we must take a lot of
time to convert the format of data stes.

4. In fact, many authors, for example, Zhang [9] and Liang [10], use these data
sets for testing their algorithms.

Besides, we adopted the following three preprocessing steps.

1. Replacing missing attribute values: Due to simplicity reasons, we don’t han-
dle missing attribute values. Thus, we used the unsupervised filter named
ReplaceMissing Values in Weka to replace all missing attribute values in each
data set.
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Table 1. Description of data sets used in the experiments. All these data sets are the
whole 36 UCI data sets selected by Weka. We downloaded these data sets in format of
arff from main web site of weka.

No.|Data set Instances|Attributes|Classes| Missing| Numeric
1 |anneal 898 39 6 Y Y
2 |anneal.ORIG 898 39 6 Y Y
3 |audiology 226 70 24 Y N
4 |autos 205 26 7 Y Y
5 |balance-scale 625 5 3 N Y
6 |breast-cancer 286 10 2 Y N
7 |breast-w 699 10 2 Y N
8 |colic 368 23 2 Y Y
9 |colic.ORIG 368 28 2 Y Y
10 |credit-a 690 16 2 Y Y
11 |credit-g 1000 21 2 N Y
12 |diabetes 768 9 2 N Y
13 |Glass 214 10 7 N Y
14 |heart-c 303 14 5 Y Y
15 |heart-h 294 14 5 Y Y
16 |heart-statlog 270 14 2 N Y
17 |hepatitis 155 20 2 Y Y
18 |hypothyroid 3772 30 4 Y Y
19 |ionosphere 351 35 2 N Y
20 |iris 150 5 3 N Y
21 |kr-vs-kp 3196 37 2 N N
22 |labor 57 17 2 Y Y
23 |letter 20000 17 26 N Y
24 |lymph 148 19 4 N Y
25 |mushroom 8124 23 2 Y N
26 |primary-tumor| 339 18 21 Y N
27 |segment 2310 20 7 N Y
28 |sick 3772 30 2 Y Y
29 |sonar 208 61 2 N Y
30 |soybean 683 36 19 Y N
31 |splice 3190 62 3 N N
32 |vehicle 846 19 4 N Y
33 |vote 435 17 2 Y N
34 |vowel 990 14 11 N Y
35 |waveform-5000{ 5000 41 3 N Y
36 |zoo 101 18 7 N Y

2. Discretizing numeric attribute values: Due to simplicity reasons, we don’t
handle numeric attribute values. Thus, we used the unsupervised filter named
Discretize in Weka to discretize all numeric attribute values in each data set.

3. Removing useless attributes: Apparently, if the number of values of an at-
tribute is almost equal to the number of instances in a data set, it is a useless
attribute. Thus, we used the unsupervised filter named Remove in Weka to
remove this type of attributes. In these 36 data sets, there are only three such
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attributes: the attribute “Hospital Number” in the data set “colic. ORIG”,
the attribute “instance name” in the data set “splice” and the attribute
“animal” in the data set “zoo”.

We implemented our C4.5-NB within the Weka framework and used the imple-
mentation of naive Bayes (NiaveBayes) and C4.5 (J48) in Weka. In all experi-
ments, the classification accuracy and standard deviation of an algorithm on a
Table 2. Experimental results on classification accuracy and standard deviation. v, *:
statistically significant improvement or degradation over C4.5-NB.

Dataset C4.5-NB C4.5 NB
anneal 98.65+0.97 | 98.65+0.97 94.3242.23 *
anneal.ORIG | 92.5342.35 | 90.364+2.51 *| 88.16+3.06 *
audiology 76.14+6.76 | 77.22+7.69 71.446.37
autos 80.2+9.27 | 81.544+8.32 |63.97+11.35 *
balance-scale | 74.62+3.94 | 64.14+4.16 *| 91.44+1.3 v
breast-cancer | 72.2946.77 | 75.261+5.04 72.9447.71
breast-w 97.074+2.04 | 94.01£3.28 *| 97.3+1.75
colic 82.94+6.04 | 84.314+6.02 78.864+6.05 *
colic. ORIG 80.81+6 | 80.7945.66 74.214+7.09 *
credit-a 86.33+£4.22 | 85.064+4.12 84.74+3.83
credit-g 74.9343.69 | 72.61+£3.49 *| 75.93+3.87
diabetes 75.94+4.76 | 73.89+4.7 75.68+4.85
glass 59.54+9.13 | 58.144+8.48 [57.69+10.07
heart-c 81.89+6.52 | 79.14+6.44 83.4446.27
heart-h 82.26+£6.61 | 80.1+7.11 83.64+5.85
heart-statlog | 82.26+£6.58 | 79.78+7.71 83.78+5.41
hepatitis  |83.16£10.18| 81.12+8.42 84.06+9.91
hypothyroid | 93.6+£0.52 |93.2440.44 *|92.794+0.73 *
ionosphere |91.31+4.49 | 87.4745.17 *| 90.86+4.33
iris 95.44+5.33 96+4.64 94.33+6.79
kr-vs-kp 99.44+0.37 | 99.4440.37 87.794+1.91 *
labor 92.27410.41|84.97+14.24 *| 96.7+7.27
letter 82.6740.74 | 81.31+£0.78 *| 70.0940.93 *
lymph 83.354+8.41 | 78.214+9.74 *| 85.97+8.88
mushroom 10040 10040 95.524+0.78 *
primary-tumor| 44.55+6.76 | 41.01+6.59 *| 47.2+6.02
segment 92.77+£1.75 | 93.42+1.67 89.03+1.66 *
sick 97.5440.77 | 98.16+0.68 v| 96.78+0.91 *
sonar 76.92+9.98 | 71.09+8.4 76.35+9.94
soybean 93.75£2.51 | 92.634+2.72 92.24+3.23
splice 95.63+1.07 | 94.174+1.28 *|95.424+1.14
vehicle 69.843.31 | 70.74+3.62 61.034+3.48 *
vote 96.43+£2.79 | 96.274+2.79 90.21+3.95 *
vowel 79.024+4.21 | 75.57+4.58 *| 66.09+4.78 *
waveform-5000| 78.941.82 | 72.6441.81 *|79.97+1.46 v
700 93.1+7.35 |92.61+£7.33 94.37+6.79
Mean 84.39+4.68 | 82.644+4.75 82.34+4.78
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Table 3. Experimental results: two-tailed t-test with the 95% confidence level

C4.5-NB|C4.5|NB
C4.5-NB - 1 ]2
C4.5 13 - 18
NB 14 13

data set was obtained via 10 runs of 10-fold cross validation. Runs with the var-
ious algorithms were carried out on the same training sets and evaluated on the
same test sets. Finally, we conducted a two-tailed t-test with a 95% confidence
level [11] to compare C4.5 with NB and our C4.5-NB.

Table 2 shows the classification accuracy and standard deviation of all three
algorithms on each data set. The symbols v and * in the table respectively de-
notes statistically significant improvement or degradation over C4.5-NB with a
95% confidence level. The average values are summarized at the bottom of the
table. Table 3 shows the compared results of two-tailed t-test with a 95% confi-
dence level between each pair of algorithms. Each number in the table indicates
how many data sets the algorithm at the corresponding column significantly
outperforms the algorithm at the corresponding row.

From Table 2 and Table 3, we can see that: In terms of classification accuracy,
C4.5 is competitive with NB and C4.5-NB significantly outperforms C4.5 and
NB. Now, let’s summarize the highlights as follows:

1. C4.5 is competitive with NB, C4.5 significantly outperforms NB on 13 data
sets (second column, third row), and NB significantly outperforms C4.5 on
8 data sets (third column, second row). Besides, The average value of C4.5
(82.64) almost ties that of NB (82.34).

2. C4.5-NB significantly outperforms C4.5, C4.5-NB wins C4.5 on 13 data sets
(first column, second row), whereas C4.5 only wins C4.5-NB on 1 data sets
(second column, first row). Besides, the average value of C4.5-NB (84.39) is
much higher than that of C4.5.

3. C4.5-NB significantly outperforms NB, C4.5-NB wins NB on 14 data sets
(first column, third row), whereas NB only wins C4.5-NB on 2 data sets
(third column, first row). Besides, the average value of C4.5-NB (84.39) is
much higher than that of NB.

In our experiments, we also observe the ranking performance of C4.5-NB in
terms of AUC (the area under the Receiver Operating Characteristics curve)
[12,13,14,15]. Fortunately, C4.5-NB also significantly outperforms C4.5 and NB.
The detailed experimental results can be found in Table 4 and Table 5. Now,
let’s summarize the highlights as follows:

1. C4.5-NB significantly outperforms C4.5, C4.5-NB wins C4.5 on 35 data sets
(first column, second row), whereas C4.5 wins C4.5-NB on 0 data sets (second
column, first row). Besides, the average value of C4.5-NB (89.85) is much
higher than that of C4.5 (82.41).

2. C4.5-NB significantly outperforms NB, C4.5-NB wins NB on 11 data sets
(first column, third row), whereas NB only wins C4.5-NB on 2 data sets
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significant improvement or degradation over C4.5-NB.

Table 5.

Dataset C4.5-NB C4.5 NB
anneal 96.1241.19 | 85.74+4.67 *| 96.14+1.18
anneal. ORIG | 94.6+4.27 | 86.08+4.45 *|94.26+4.22 *
audiology 71.1740.67 | 69.44+0.76 *| 71.08+0.64

autos 94.414-2.56 | 84.8446.76 *| 90.07+4.93 *
balance-scale | 69.3446.62 | 53.47+7.33 *| 84.08+4.42 v
breast-cancer |68.06411.92|56.55+10.07 *|68.22411.94

breast-w 98.8641.01 | 96.3243.11 *| 99.224-0.76
colic 85.57+7.59 | 80.954+8.07 *| 83.22+7.46
colic.ORIG 87+5.7 83.0247.63 *| 80.574+8.03 *

credit-a 91.964-3.22 | 88.43+3.93 *| 91.7143.16

credit-g 77.96+4.04 | 68.94+£5.49 *| 79.02+4.22
diabetes 82.8945.76 | 76.26+6.94 *| 82.51+5

glass 85.2144.25 | 79.44+4.58 *| 80.87+5.91 *

heart-c 83.974+0.63 | 83.174+0.76 *| 84.05+0.6
heart-h 83.844-0.63 | 82.58+0.89 *| 83.94-0.62
heart-statlog | 90.16+5.79 | 82.32+9.03 *| 90.85+5.12
hepatitis  [86.68+£11.52(61.244+15.08 *|88.414+10.91
hypothyroid | 87.51+6.12 75.7£9  *| 87.81+6.09
ionosphere | 94.54+4.66 | 88.4545.98 *| 93.4+4.79
iris 98.934+1.91 | 90.842.66 *|98.64+2.17
kr-vs-kp 99.8240.15 | 99.8240.24 95.164+1.2 *

labor 98+7.5 |64.29415.74 *| 98.1747.36

letter 98.3940.15 | 93.03+0.43 *| 96.88+£0.21 *

lymph 89.344-2.64 | 82.47+7.83 *| 904+1.71
mushroom 100+0 99.8840 *|99.79+0.07 *

primary-tumor| 78.76£1.64 | 72.97+1.4 *| 78.87+1.76

segment 99.244-0.28 | 97.16+£0.72 *| 98.54-0.41

sick 96.6+2.35 | 93.3+4.59 *| 95.82+2.4 *

sonar 82.6849.99 | 69.9+10.07 *| 84.17+9.52
soybean 99.7740.34 | 83.83+1.89 *| 99.7340.34
splice 99.440.34 | 96.814+1.09 *| 99.45+0.28

vehicle 85.5+2.79 | 82.254+3.55 *| 80.31£3.09 *

vote 98.144-2.13 | 96.2942.98 *| 96.954-2.14

vowel 97.674+0.77 | 88.43+2.02 *| 95.58+1.12 *
waveform-5000| 92.964+0.84 | 84.42+1.5 *|95.294+0.68 v

700 89.484-2.37 | 88.334+2.79 *| 89.484-2.37

Mean 89.85+3.45 | 82.414+4.83 | 89.50+£3.52

357

statistically

Experimental results: two-tailed t-test with the 95% confidence level

C4.5-NB|C4.5|NB
C4.5-NB - 012
C4.5 35 28
NB 11 2 |-
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(third column, first row). Besides, the average value of C4.5-NB (89.85) is
much higher than that of NB (89.50).

4 Conclusions and Future Work

Due to simplicity and high performance, C4.5 and NB are two very important
algorithms for addressing the classification problems. In this paper, we present a
combined classification algorithm based on C4.5 and NB, simply C4.5-NB. The
experimental results show that the classification accuracy of C4.5-NB signifi-
cantly outperforms C4.5 and NB.

In learning C4.5-NB, how to define the weights is crucial. In this paper, we use
the accuracy of basic classification algorithms to estimate the weights directly
from the training data. We believe that the use of more sophisticated methods
could improve the performance of the current C4.5-NB and make its advantage
stronger. This is the main research direction for our future work.
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Abstract. A lexical-chain-based keywords extraction method from Chinese texts
is proposed in this paper, and an algorithm for constructing lexical chains based
on HowNet knowledge database is given in the method, lexical chains are firstly
constructing by calculating he semantic similarity between terms, then keywords
are extracted according to the lexical chain’s intensity, the terms’ entropy and
position. Unknown word recognition and semantic information between terms
are considered in this method, which can significantly improve the effectiveness
of keywords extraction. The preliminary experimental results show that the
method gets better performance than other methods both in accurate-matching
test and approximate-matching test.

Keywords: lexical chain, keyword extraction, word similarity.

1 Introduction

Keywords can be considered as brief summaries of a text. Therefore it is possible to think
of them as a set of phrases semantically covering most of the text. Although a summary of
a text is capable of providing more information about the text than keywords of the text,
the summary may not be suitable for some applications due to the complex structure of
sentences. Keywords are not replacements for summarization but alternative summary
representations that could be consumed by other applications more easily. Since they are
concise representations of the underlying text, it is possible to use them in different
applications such as indexing in search engines or text categorization [1]. Keywords
enable readers to decide whether a document is relevant for them or not. They can also be
used as low cost measures of similarity between documents.

Keywords are most familiar in the context of journal articles, but many other types
of documents could not benefit from the use of keywords, including web pages, email
messages, news reports, magazine articles, and business papers. The vast majority of
documents currently do not have keywords. Although the potential benefit is large, it
would not be practical to manually assign keywords to them. This is the motivation for
developing algorithms that can automatically supply keywords for a document.

2 Related Work

In text mining, keyword acquisition falls into two ways: keyword assignment and
keyword extraction. They differentiate in the source of the keywords: keyword

L. Kang et al. (Eds.): ISICA 2008, LNCS 5370, pp. 360-367, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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assignment acquires keywords from predefined corpus or thesaurus, and keyword
extraction from the source document.

As keyword assignment is domain dependence, and is not easy to transfer and
expand. In recent years Domestic and foreign researchers keen on the research of the
keyword extraction technology. The study of keyword extract starts earlier in abroad
than that at home, and has established a number of experimental systems. Turney[2]
applied the decision tree algorithm C4.5 and a genetic algorithm (GenEx)for keyword
extraction, two features were used for these algorithms: word position in text and word
frequency. Experimental result has shown that using bagging decision trees in C4.5
algorithm improves the performance of C4.5 for keyword extraction. ; The KEA[3]
system uses TFIDF and the distance from the beginning of the document as features for
learning which keywords to extract, and uses a Naive Bayes classifier to assign weights
to features.

As there has no explicit border between Chinese words, this increases a certain
difficulty to the keyword extraction from Chinese document, YangWenfeng[4]
presented an efficient algorithm to extract the max-duplicated strings by building
PAT-tree for the document, so that the keywords can be picked out from the
max-duplicated strings by their SIG values in the corpus, but this method is too
complicated and needs a lot of space in the course of operation; LiShujian[5] proposed
a keyword indexing method based on maximum entropy model, as the choice of
characteristics and the estimated parameters is inaccurate, the maximum entropy model
is not satisfactory in the application of keyword extraction.

3 Lexical Chain

A lexical chain is a sequence of related words in the document, spanning short
(adjacent words or sentences) or long distances (entire document). A chain is
independent of the grammatical structure of the document and in effect it is a list of
words that captures a portion of the cohesive structure of the document. A lexical chain
can provide a context for the resolution of an ambiguous term and enable identification
of the concept that the term represents. HowNet is one lexical resource that may be used
in the identification of lexical chains. Morris and Hirst [7] were the first researchers to
suggest the use of lexical chains to determine the structure of texts. In recent years a
number of researchers have used lexical chains in information retrieval, information
extraction, automatic summarization and related areas.

3.1 Similarity Computation Based on HowNet

Liu Qun[6] defined word similarity as two words that can substitute for each other in
the same context and still keep the sentence syntactically and semantically consistent.
This is very close to our definition of synonyms. Thus, in this work, we will directly use
the similarity function provided by Liu Qun, which is stated below.

A word in HowNet is defined as a set of concepts, and each concept is represented by
primitives. We describe HowNet as a collection of n words, W:
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W= {wy, wy...,wp}.
Each word wj is, in turn, described by a set of concepts S
w; = {81, Siz 5eo0s Six )

Each concept S; is, in turn, described by a set of primitives: S; = {pi, piz,..., Diy }-
For each word pair, w; and w,, the similarity function is defined by

Sim(wy,w,) = max Slm(S1l Sy ) (1)

i=1.n,j=1..m

where S;; is the list of concepts associated with w; and S; is the list of concepts
associated with wy.

As any concept, S; is represented by its primitives. The similarity of primitives for
any p; and p, of the same type can be expressed by the following formula:

o
Sim(p,, p,) =——F——"— 2)
PP Dis(p,,p,)+«

where o is an adjustable parameter with a value of 1.6 according to Liu[6], Dis (p; p,) is

the path length between p; and p, based on the semantic tree structure.

Based on the DEF descriptions in HowNet, different primitive types play different
roles, and only some are directly related to semantics. To make use of both semantic
and syntactic information, the similarity between two concepts should take into
consideration all the primitive types with weighted considerations; and thus, the
formula is

4 i
Sim(S,,8,) =>4, ] | Sim, (py;. p)) )
=1 =

where f; (1<i<4) is a weighting factor, where the sum of §,+f,+f; +f4is 1 and f,>$,>f;
>p,. The distribution of the weighting factors is given for each concept a priori in
HowNet to indicate the importance of primitive pi for the corresponding concept S. The
similarity model given here is the basis for building a synonym set where £ and £,
represent the semantic information, and f; and S, represent the syntactic relation.

3.2 Building Lexical Chain

The calculation model and algorithm of lexical chain based on WordNet have been
proposed by Morris [7] according to the relationship between words. In WordNet,
English words are organized into synonym sets in accordance with inherent semantic
concept which they represent. In this paper, we adopt the HowNet to determine the
relationship between the Chinese words, and build lexical chain. During the
calculation, only the nouns which appear in the WordNet are selected to be candidate
words for keyword extraction, in order to improve the precision of keyword extraction,
we choose all the nouns, some verbs and adjectives (frequency greater than expected
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threshold) which appear in the HowNet, and unknown new terms to be candidate
words, the algorithm of the lexical chains’ construction is presented as follows:

@ Word segmentation, part-of-speech tagging and unknown word recognition for
document set, and calculate the term frequency(7F) and document frequency(DF) for
each word ;

@ Because some field terms are not include in HowNet, and these terms are
relatively important, so these unknown words whose TF is greater than threshold 6 (8 is
set to 3)will be as a separate lexical chain L;

® Select all the nouns, some verbs whose TF is greater than threshold d as candidate
set of words W', W'*={w|, Wo,..., Wy}, and an initial lexical chain L, is constructed
using wy ;

@ choose word w; (i €[2,n]) in order from W, and calculate the semantic similarity
S(w;,L;) between w; and each lexical chain (In addition to lexical chain Ly)according to
the formula (4), that is the average of similarity between w; and all the words of the
lexical chain;

1 & 1< .
Soub )=y ) = S S) @

where N is the number of words in the L;, wyis the word of L;, 1<k<N;

® If the greatest similarity S(w;,L,) is greater than the similarity threshold, w; will be
insert into lexical chain L;

® If the greatest similarity S(wj, Ly) is less than the similarity threshold, a new lexical
chain will be created and w; will be insert into this lexical chain;

(@ Repeat the process@~®), until all the candidates are calculated.

In above algorithm, it is not difficult to see that the choice of the similarity threshold {is
proportional to the number of the lexical chains, that is, the bigger ( is, the more the

number of lexical chains.

3.3 Weight Calculating of Lexical Chain

During calculating the importance of lexical chain, the following factors [7] are
considered: Wthe length of lexical chain (the number of words in the lexical chain);
@the initial wei ght of each word in the lexical chain; the scope of document which
lexical chain covers, the bigger scope, the more content included in lexical chain; the
distribution density of words in the lexical chain, the more concentrated the
distribution, the higher of the importance.

So far, the construction of lexical chains is completed, and the corresponding weight
is assigned to each lexical chain. Each text is express as 7= {7y, 5, ...,T,},where T;is
the weight of lexical chain L; (0<i<n). The greater of the weight of lexical chain, the
stronger of the ability to express the theme of the document, on the contrary, the smaller
of the weight, the more distant from the theme. A threshold was predefined, and several
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strongest lexical chains (certainly include the lexical chain which unknown words
belong to) are selected, and keywords should be extracted from these lexical chains.

4 Keyword Extraction

In fact, the lexical chain L; constructed according to above algorithm is a set with a
number of similar semantic terms, which of these terms will be choose as keywords
need to consider the following four attributes:

@ Position of term wi first appears: the ratio of the number of words which appear
before the first W; and the total number of words in the document, the value of this
attribute in the 0-1;
@  Area at which w; locate: this property is based on the following assumptions:
terms appear in the titles, summary and chapter headings of document have larger
weight and have larger possibility to be keywords than other terms;
®  Strength of lexical chain: that is the weight of lexical chain which w; belong to, the
greater of the weight, the stronger of the ability to express the theme of the document;
on the contrary, the smaller of the weight, the weaker of the ability to express the theme
of the document;
@ Information Entropy